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Abstract: This paper presents a 2D model of the Ghawar field and investigates the flow behavior
in the field during secondary and tertiary recoveries using a simplified well scheme. For the latter,
the focus is on chemical Enhanced Oil Recovery (EOR), using polymer solutions. The difference in
efficiency between secondary and tertiary recovery and the influence of factors such as degradation
are analyzed and presented. Furthermore, the influence of oil viscosity on the recovery factor is
investigated as well as the efficiency of the well placement of the model studied. In order to do this, a
combined shear-thinning/-thickening model, the Unified Viscosity Model (UVM), is used. COMSOL
Multiphysics is used in order to study the model, combining the fluid flow and mass transfer in
one study, showing the interdependence of both physics transport phenomena. The results show
how the influence of the polymer properties and the rock formation affect the recovery behavior.
The particle tracing study allows us to determine the percentage of the chemical agent recovered in
the producing wells. This paper shows how EOR agents works coupled with advanced numerical
models in real-scale fields.

Keywords: EOR; polymer; reservoir simulation; Ghawar field; polymer degradation

1. Introduction

During the last 150 years, oil has become the world’s main source of energy, and its
production has been steadily increasing, reaching more than 30 billion barrels per year at
the beginning of the current century [1–3] and playing nowadays a large role in the world
economy and politics [4]. Though more sustainable energy sources are being developed
in order to replace hydrocarbons, they cannot replace it at the moment. This leads to two
different outcomes: either finding new oilfields or improving the usage of the known
ones. Chemical Enhanced Oil Recovery aims at the second, and the synthesis and test of
new agents, such as polymers, has shown potential in its limited field application [5,6].
There are several techniques to recover oil from reservoirs, classified by the energy source
behind oil recovery. An overview of the classification of techniques are given in Figure 1 [5].
Oil recovery by primary techniques relies on the natural pressure gradient present in
the reservoir and is driven by internal energy [7,8]. As a result of the oil production,
the pressure decreases. Secondary techniques are used to re-pressurize the reservoir
and increase production (e.g., waterflooding). Waterflooding is a relatively inexpensive
technique to recover oil since water is generally available in large quantities [9]. However,
the percentage of oil recovered by using primary and secondary techniques is only around
35–55% of the Original Oil In Place (OOIP) [9–12]. The oil viscosity influences the recovery
factor. Water can easily displace low-viscosity oil by forming a stable flood front. However,
when the oil is more viscous, water has the tendency to finger through the oil, and water
breakthrough occurs in an early stage [12].

Energies 2022, 15, 7232. https://doi.org/10.3390/en15197232 https://www.mdpi.com/journal/energies

https://doi.org/10.3390/en15197232
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0002-8232-2083
https://orcid.org/0000-0002-1303-5566
https://doi.org/10.3390/en15197232
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en15197232?type=check_update&version=3


Energies 2022, 15, 7232 2 of 31

Figure 1. Scheme showing the oil recovery stages and the different techniques employed in EOR
(reprinted/adapted with permission from [5]).

EOR is focused on extracting oil that is left behind [7] and includes the injection of
chemicals, heat and/or miscible gases into the reservoir, making it possible to extract up to
an additional 30% of the OOIP [13]. The interest in EOR is increasing due to the difficulty
of discovering new oil fields coupled with the slightly decreasing reserves-to-production
(R/P) ratio (53.5 years in 2020) and increasing oil consumption [14]. The R/P ratio indicates
the time that the recoverable oil, which is still present in discovered oil fields, will last if
production continues at the production rate of the previous year.

Chemical EOR (cEOR) is one of the most promising methods within EOR. This method
involves the use of various chemicals, mostly injected into the reservoir in the form of
diluted solutions [15,16]. Within cEOR, the use of aqueous polymer solutions, also named
polymer flooding, is the most mature and important method [17]. Water-soluble polymers
can be used alone or in combination with surfactants, nanoparticles and/or an inorganic
base. Polymers have the purpose of increasing the viscosity of the displacing fluid and
thereby decreasing the water/oil mobility ratio. This leads to an increased sweep and
displacement efficiency. Furthermore, polymer solutions exhibit viscoelastic behavior when
flowing through porous media. Channels in porous media are converging/diverging,
which accelerates and subsequently decelerates the flow. Entering the converging section
of a pore channel, the shear rate increases and the polymer elongation in the direction
of the flow occurs, which results in an increase in viscosity and enhanced displacement.
Furthermore, elongation of the polymers results in enhanced microscopic displacement in
pore channels by extracting oil from dead ends and the rock surface [18]. Moreover, the
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retention of polymers within the field should be as low as possible since this phenomenon
significantly influences the oil recovery rate and economic feasibility of cEOR [13]. This
is mainly caused by adsorption and mechanical entrapment. It is well-known that in
carbonate reservoirs, such as Ghawar, the retention of the commonly used polymers in
EOR is much higher than in sandstones. The retention investigated in this paper, however,
is due to the physical location of the wells, their pattern, and the velocity field developed
in the rock formation, causing that part of the molecule to remain underground without
going to the producer wells. The study of the polymer retention processes is advised for
future developments.

Aim of This Work

A comprehensive reservoir characterization and two-dimensional simulation are made
for the Ghawar oilfield, simulating the flow of a two-phase, three-component system. The
goal is to investigate the flow behavior in the field during secondary and cEOR polymer
flooding. The difference in efficiency between secondary and tertiary recovery, as well as
the influence of the degradation, will be analyzed. The non-Newtonian polymer behavior
is also considered, using a shear-thinning and -thickening model. For this research, it
was chosen to investigate the above-mentioned factors using the simulation package
COMSOL Multiphysics. In this case, the water viscosity is indeed affected by the polymer
concentration. Finally, we consider in a novel way the effect of the polymer flooding on
the residual oil saturation by modifying the relative permeability curve, which, to our best
knowledge, has not been considered in previous academic simulators.

2. Model Description
2.1. Physical Model

The Ghawar oil field (Figure 2), located in Saudi Arabia, is the largest oil reservoir
in the world [19]. The field is situated on the southern part of the En Nala anticline and
is around 245 km long, 25 km wide and 90 m thick [20,21]. It covers an area of 5300 km2

and is divided into six parts based on production, namely from north to south: Fazran,
Ain Dar, Shedgum, Uthmaniyah, Haradh and Hawiyah. Saudi Aramco discovered the
Ghawar field in 1948, and production started in 1951. In 1981, production reached a peak
of 5.7 MMbbl per day, the highest oil production achieved by a single field in world history.
At that time, the southern areas, Hawiyah and Haradh were not fully developed yet. After
1981, production decreased for economic reasons [22]. The remaining proved oil reserve of
the Ghawar field was estimated on 58.3 billion barrels oil equivalent (Gbbl) in 2019 and has
a production capacity of 3.8 million barrels (MMbbl) per day.

A general overview of the stratigraphy of the Ghawar field is given in Figure 3. The
oil reservoir was formed during the Late Jurassic and Early Cretaceous periods. All the oil
produced at Ghawar comes from the Arab-D reservoir [23]. The Arab-D reservoir consists
of Upper Jurassic dolomites and carbonate rocks, which contain more than 75% of the
mineral dolomite. Typically, these rocks are formed during the diagenesis of limestones,
which results in a fundamental difference in reservoir characteristics between limestones
and dolomites [24,25]. The Arab-D reservoir is sealed by evaporates of Arab C-D anhydrite
and topped with Upper Jurassic anhydrite, named Hith anhydrite, which prevents the
vertical migration of oil.

It is important to remark that in this first numerical model of the Ghawar oilfield, we
have considered and studied only one layer, and regarding the rock formation properties,
i.e., porosity and permeability, the heterogeneity of both has been simplified in order to test
the numerical behavior of the whole system.
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Figure 2. Geographical location of the Ghawar oil field. In the image, the Jurassic oilfields are
depicted in green and the gas fields in red (reprinted/adapted with permission from [26]).

Ghawar’s Arab-D dolomite is responsible for zones with a very high permeability,
also called super-k. Super-k areas are defined as areas in which the flow is larger than
500 barrels per day per foot of vertical interval [24]. The dolomite type present in these
zones contains moldic porosity and has a high inter-crystalline porosity. The combination
of these two types results in high flow and recovery rates. However, these zones also
come together with some challenges, and as for secondary recovery, the water flow in
the producing wells is also very large [27]. The reservoir quality of the Ghawar field
reduces from north to south as the porosity and permeability are significantly lower in the
south. Furthermore, the oil quality decreases in the southern area as the density and the oil
sulfur content are higher compared to oil in the northern area. The oil density varies over
the field between 30 and 34 degAPI and is classified as light to medium oil [19]. In this
paper, COMSOL Multiphysics is used to model an enhanced oil recovery process in the
Ghawar field. Validation and verification of several studies demonstrated that COMSOL
Multiphysics is a reliable simulation environment [28,29].
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Figure 3. General different geological layers, showing in detail the Arab-Hith layers and the location
of the simulated Arab-D (reprinted/adapted with permission from [26]).

2.2. Geometry

The basis for the numerical simulation was creating the geometry of the Ghawar
field. To our knowledge, detailed data on the geometry of the field are not available.
Therefore a cartesian coordinate system with 344 data points was created based on Figure 4.
Furthermore, the location of impermeable thin-walls was identified by using a figure
provided by Lindsay [30] (Figure 5). It was assumed that these walls are located in zones
with less than 5% dolomite. These are considered in the model as thin areas in which
the flow through cannot take place. However, it is recommended that in future studies,
these walls must be replaced by partially permeable areas in order to study the new flow
configuration in the oilfield, and these will probably render a new well configuration.

Injectors and Producers

The coordinates were loaded into COMSOL, and interpolation curves were used
to construct the 2D model, which is demonstrated in Figure 6. As the field is very large,
hundreds of wells had to be modeled to obtain a realistic well scheme. Modeling such a high
number of wells in COMSOL was too demanding as this requires high computational power
and an extremely dense mesh. Therefore, 14 wells, including 9 injectors and 5 producers,
are modeled in COMSOL with a fictitious radius of 0.25 km (see Figure 6). The placement
of the wells is based on a well scheme in which one producer well is surrounded by several
injection wells. The injection pattern in the northern half of the field resembles a five-spot
scheme, whilst in the southern half, the scheme looks like a four-spot system. It is also
worth mentioning that the injection scheme in the actual field is peripheral. Indeed, in the
southern part of the field, the producer wells are surrounded by a single injection well.
This is chosen since the porosity and permeability are relatively low in this area, which
reduces the flow ability. Furthermore, the faults inhibit the flow in this area, which resulted
in the placement of two producer wells instead of one to improve the recovery in this
area. This modification of the dimensions of real wells was made only for the purposes of
the simulation of an oilfield such as Ghawar, also considering numerical constraints. It is
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deemed that in the future, more developed models with more accurate dimensions should
be developed, and simulations should be performed in order to validate the approach
followed by our model in Comsol.

Figure 4. A 3D illustration (with depths) of the Ghawar field showing the location of the gas and
oil areas.

The well’s radii and their quantity differ, of course, from the actual values commonly
found in the field and this is expected to produce exploitation times, which are much
shorter than those found in the industry. The reason for this is purely numerical: by
selecting wells with the proper size and amount, the simulation times and complexity
should be much longer, and at this first stage of the simulation, the goal was to model the
system and study how the polymer would flow in the reservoir. Future studies of this
model should contemplate the actual sizes and quantities, which will render more realistic
exploitation times.
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Figure 5. Dolomite content in the Arab-D section of the Ghawar oilfield (reprinted/adapted with
permission from [19]).
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Figure 6. Ghawar numerical model implemented in COMSOL with the studied well pattern.

2.3. Porosity and Permeability

The following data were found for the permeability and porosity of the Ghawar
field [19]. As can be seen in Table 1, both parameters differ highly from north to south.
In order to generate the porosity and permeability field in COMSOL, random and step
functions are used. With respect to this, the functions are necessary in COMSOL to make a
reasonably smooth transition between the areas, especially with the permeability since the
values differ greatly. The random function is added in order to give small, stochastic-in-
nature variations and to resemble as much as possible the behavior of the formation. The
influence of these random functions may be decreased in the future in case of including
more information about the porosity and permeability of the oilfield.
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Table 1. Porosity and permeability in the Ghawar oilfield [19].

Region Porosity (%) Permeability (mD)

Ain Dar 19 617
Shedgum 19 639

Uthmaniyah 18 220
Hawiyah 17 68
Haradh 14 52

2.4. Mathematical Model

From the fluid flow add-on, the two-phase Darcy’s Law module for fluid flow in
porous media was used. Darcy’s Law was used to compute the pressure of the domain.
Furthermore, the module determines the velocity field based on the pressure, fluid viscosity
and permeability. Moreover, the transport equation for the fluid content is solved [31–35].
The equations describing the flow in the rock formation and the mass transfer are,

~uj = −K · kj
r

µj · ~∇pj; j = o,a (1)

∂

∂t

(
φ ∑

j
SjCi

)
+∇ ·∑

j
V j

i · ~u
j −∇ ·∑

j
Dj

i · ∇ ·V
j
i = −∂(φAdi)

∂t
+ qi; i = p,w,pol (2)

Dj
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uj
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j
x (uj
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2
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 1− (uj
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‖~uj‖2 − uj
x ·u

j
y

‖~uj‖2

− uj
y ·u

j
x

‖~uj‖2 1− (uj
y)

2

‖~uj‖2


 (3)

COMSOL works with the concept of effective normalized saturation, which is shown
in Figure 7. The software transforms the irreducible water saturation (Swir) to a null value,
and the residual oil saturation (Sorw) is assigned a value equal to unity.

Figure 7. Equivalence between the real saturation profile (top) and the effective normalized saturation
profile (bottom).

For non-Newtonian fluids, the equation for the viscosity is a function of the shear rate.
However, the shear rate is calculated by the velocity field, which results in a numerical
loop in COMSOL, and this cannot be solved with the selected physics modules. Therefore,
a previous simulation with a Newtonian fluid was carried out in order to obtain the shear
rate in the oilfield. Subsequently, the shear rate was adapted with this value in the formula
for the viscosity. There are several formulas that describe the shear rate in porous media.
The formulae described by Sheng were evaluated [36]. These are defined as follows:

γ̇ =
uw√
Kφ

(4a)

γ̇ = K
[

3n + 1
4n

] n
n−1 uw√

Kφkw
r Sw

(4b)
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γ̇ = K
[

3n + 1
4n

] n
n−1 4uw√

8Kφkw
r Sw

(4c)

where γ̇ represents the shear rate, K is an empirical constant, n the power-law exponent of
the fluid, uw the Darcy velocity of the water phase, K the permeability, kw

r the water phase
relative permeability and Sw the water saturation.

2.5. Initial and Boundary Conditions

The initial saturation and pressure are defined using values taken from the literature.
The oil initial oil saturation is considered to be 0.75 for all the cases simulated. These
parameters are assumed to be constant over the whole oilfield. This assumption was made
based on standard values found in the industry since no information was obtained on the
field’s initial saturation and pressure at the beginning of its exploitation.

t = 0; ∀(x, y) ∈ Ω So = 0.75∧ p = pi (5)

During waterflooding, water is injected at a constant rate at the injection wells. The
contour of the field and faults are considered as no-flow since these are assumed to consist
of impermeable rocks.

Injection well: t ≥ 0 : −n · ρu = U0(Swρw + Soρo) (6)

Boundary condition: − n · ρu = 0; ∀t ∧ ∀(x, y) ∈ Ω (7)

2.6. Transport of Diluted Species

The transport of diluted species module in COMSOL provides the option for modeling
transport by convection and diffusion of chemical substances. The module assumes that
all the chemicals are diluted, which means that the concentration of solvent is higher than
90 mol%. When the substance is diluted, Fick’s Law of diffusion is valid. The governing
equation in the transport of diluted species module is the mass balance Equation (2).

The first term in the equation represents the accumulation or consumption of species.
The second term concerns the convective transport as a function of the velocity field
u, which is obtained from the flow interface (two-phase Darcy’s Law). The diffusion
transport involves the interaction between the diluted species and the solvent. The diffusion
coefficient can be defined manually in the interface. The source/sink term accounts for the
production or consumption of a species by chemical reaction. Reactions can be included in
the interface by adding the corresponding node.

The effective diffusion coefficient for the most commonly used polymers in EOR,
HPAM (partially hydrolyzed polyacrylamide) and the biopolymer Xanthan gum, in diluted
solution is reported to be around 5 · 10−12 m2/s [37,38]. One of the main problems with
transport in porous media is relating the permeability to experimental data. One of the
most well-known formulas for this purpose is the Carman–Kozeny equation [39]. The
initial formula developed by Kozeny did not take into account the pore connectivity and
was not valid for complex geometries [40]. As streamlines in porous media are tortuous
and not parallel to each other, Carman adapted Kozeny’s equation by introducing the
concept of tortuosity [41]:

k = K0
φ3

τ2S2
v

(8)

where K0 is the Kozeny constant, τ is the tortuosity and Sv is the total specific surface area
of the porous medium. The tortuosity was defined as the ratio between the flow path length
and the straight distance between the flow path ends, which was concluded to be a constant
factor for a broad range of porosities [39]. However, further research contradicted this
conclusion and demonstrated that the tortuosity depends on the porosity. The following
empirical relationship is used to describe the flow in porous media:

τ = 1− 0.8 ln φ (9)
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Boundary Conditions for Transport of Diluted Species

During polymer flooding, the polymer is injected at a constant concentration at the
injection wells. Afterward, water is injected to displace the remaining oil. The contour
of the field, and the faults are considered as no flow since these are assumed to consist of
impermeable rocks.

Injection wells: 0 ≤ t ≤ tin : n(cu− D∇c) = n · (c0u) (10a)

t ≥ tin : n(cu− D∇c) = 0 (10b)

Boundary condition: − n · (cu− D∇c) = 0; ∀t ∧ ∀(x, y) ∈ Ω (11)

2.7. Particle Tracing

The particle tracing module in COMSOL provides the opportunity to trace trajectories
of particles in a system, following a Lagrangian approach. Several interfaces are available
within this module, including an interface for electrons and ions in electromagnetic fields,
particles in fluid systems and a mathematical-based interface. As fluid flow is studied
within this model, the corresponding interface is used to compute and visualize the mo-
tion of particles throughout the domain. To accurately model their movement, particle
properties and several forces, including drag, gravity and other ones, can be specified. Fur-
thermore, the inlet (injectors) and outlet (producers) are defined to determine the retention
and residence time of particles in the field. In addition, the well efficiency in the field can
be studied by counting the particles at each producer well. Newton’s second law is used to
compute the position of the particle:

d
dt
(
mpv

)
= Ft (12)

The total force on the particle Ft is composed of a drag force FD, gravitational force
Fg and any external forces Fext, such as Brownian or electric forces. The drag force can be
calculated using Stokes’ law as the Reynolds when the number of particles is low. The drag
force is dependent on the fluid velocity, particle velocity and the particle response time,
which is given by the following equation:

FD =
1
τp

mp(u− v) (13)

where τp is the velocity response time, and u is the fluid velocity. The particle velocity
response time is defined as follows:

τp =
ρpd2

p

18µ
(14)

where µ is the fluid viscosity, ρp is the particle density and dp is the particle diameter. As
the particles are diluted, diffusion should be taken into account. Therefore, the Brownian
force node is added to the external force, which is described by:

Fext = ζ

√
12πkBµTrp

∆t
(15)

where:

ζ = normally distributed random number with mean = 0 and unit standard variation.
kB = Boltzmann’s constant.
µ = fluid viscosity.
T = absolute fluid temperature.
rp = particle radius.
∆t = time step of solver.

The particle–particle interaction node is used to define how the particles interact with
each other. There are several predefined options available. As the particles in the model are
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uncharged, the Lennard–Jones potential is used to approximate the interaction between the
particles. The force on particle i can be defined as:

Fi =
24ε

σ

N

∑
j=1

[
2
(

σ

|ri − rj|

)13
−
(

σ

|ri − rj|

)7
](

ri − rj

|ri − rj|

)
(16)

where ri and rj indicate the position vector of, respectively, the ith and jth particle, represents
the interaction strength, ε is the collision diameter and σ is the effective diameter.

Initial and Boundary Conditions for Particle Tracing

The particles are released at the injection wells at the beginning of the simulation with
a constant velocity. When particles reach the producer wells, they freeze to allow for the
counting of the particles at each producer well. Furthermore, the contour of the field and
the faults are assumed to be impermeable; hence, the particles will bounce when they reach
one of these boundaries.

Injection well: t = 0 : v = v0 (17a)

Production well: v = vc, ∀t (17b)

Boundary condition: v = vc − 2(n · vc)n, ∀t ∧ ∀(x, y) ∈ Ω (18)

2.8. Physical Properties
Rheology and Degradation

Water is a Newtonian fluid, which means that the viscosity is mainly dependent on the
temperature and slightly varies with pressure. However, when polymers are added to the
water, the solution will exhibit a non-Newtonian behavior. The viscosity is dependent on
the shear rate and other variables, such as relaxation time and the radius of the gyration of
the molecules. Polymers used for enhanced oil recovery are shear-thinning, which means
that the polymer viscosity decreases for an increased shear rate. The shear rate is a function
of the velocity and increases for higher flow rates. The shear-thinning behavior of polymer
solutions has the advantage that, since the velocity is high at the injection wells, it can be
injected without a very high-pressure drop. On the other hand, shear-thickening fluids
are more efficient in displacing oil from low-permeability zones [42,43]. In porous media,
shear rates can reach high values, and beyond a certain shear rate, the polymer solution
will act as a shear thickening fluid. This phenomenon is due to elastic strain caused by the
very high flow velocity.

Delshad et al. presented the Unified Viscosity Model (UVM), which covers the whole
spectrum of polymer behavior in porous media [42]. Within this model, it is assumed that
the total viscosity depends on the shear-thinning viscosity part (µsh) and an elastic viscosity
part (µel), which is given by:

µ = µel + µsh (19)

Subsequently, µsh can be described according to the Carreau model by Equation (20),
and the shear-thickening behavior is described by Equation (21):

µsh = µw +
(

µ0
p − µw

)[
1 +

(
γe f f

τr

)2
] n−1

2

(20)

µel = µMAX

[
1− exp−(γ2τ2γe f f )

n2−1
]

(21)

where:
µ0

p = viscosity of the polymer solution at zero shear rate.
µw = water viscosity.
γe f f = shear rate.
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τr = elastic viscosity of shear-thinning region.
τ2 = elastic viscosity of shear-thickening region.
µMAX = maximum thickening viscosity.
γ2, n, n2 = input parameters. UVM parameters:

τr = β1 · expβ2Cp (22a)

τ2 = τ0 + τ1 · Cp (22b)

µ0
p = µw

[
1 +

(
Ap1Cp + Ap2C2

p + Ap3C3
p

)
C

Sp
SEP

]
(22c)

µMAX = µw
(

Ap11 + Ap22 ln Cp
)

(22d)

The elastic viscosities are defined in Equations (20) and (21). The parameters in
Equation (22) are taken from laboratory measurements, and Cp is the polymer concentration.
The polymer solution viscosity at zero shear rate depends on the polymer concentration
and salinity and is defined by the Flory–Huggins equation (Equation (22c)), where Ap1, Ap2,
Ap1 and Sp are input parameters and Csep represents the effective salinity for polymer [44].
The maximum shear-thickening viscosity can be described by Equation (22), where Ap11
and Ap22 are input parameters.

The viscoelastic behavior of polymer solutions in porous media is plotted in Figure 8.
The three different regions of the UVM model can be distinguished. The fluid acts as a
Newtonian fluid at very low shear rates. In between the first critical shear rate and second
critical shear rate, the fluid behaves as a pseudoplastic fluid; the viscosity decreases as
the shear rate does. Above the second critical shear rate, shear-thickening behavior can
be observed.

Figure 8. Schematic diagram of a shear-thinning/-thickening polymer solution, showing the vis-
coelastic behavior exhibited by these in porous media (reprinted/adapted with permission from [5]).

Within polymer flooding, degradation of the polymers due to mechanical, chemical,
thermal and biological mechanisms should be taken into account. Degradation of the
polymer leads to a reduction in molecular weight and diminishes the thickening ability of
the polymer. Polymer degradation is a function of time and is described by the following
formula [45]:

dMw

dt
= −λdeg Mw (23)

where Mw represents the molecular weight of the polymer, and λdeg is the degradation parameter.

3. Results
3.1. Introduction

The first results to be presented are the porosity and permeability fields created in
COMSOL. Subsequently, the simulation is carried out in secondary recovery schemes and
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then the polymer EOR is analyzed. Moreover, an analysis of the meshing and the results
obtained is presented in order to find the optimum element size. Subsequently, the particle
tracing results and well efficiency are examined. Finally, the water flooding and polymer
flooding are compared, after which a modification of the polymer flooding and its results
are presented.

3.2. Porosity and Permeability

The porosity and permeability distribution, modeled in COMSOL, are illustrated in
Figures 9 and 10, respectively. The average porosity of the field is 0.179, and the average
permeability is 291 mD. Both properties decrease from north to south and have an irregular
distribution over the field as a result of the step and random functions used in COMSOL.
It has been reported that the areas with low dolomite percentage are the areas with the
lowest absolute permeabilities in the reservoir; therefore, considering Figure 6, we have
set a number of thin, impermeable walls in these regions. For future research, it is deemed
that these walls should allow a certain flow through them in order to match what actually
happens in these areas [46,47].

Figure 9. Porosity field of the Ghawar field used during the simulations.
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Figure 10. Absolute permeability field of the Ghawar field used during the simulations.

3.3. Waterflooding
3.3.1. Meshing

The accuracy of the solution is related to the quality of the mesh, which is dependent
on the number of elements. Therefore, it is important to study the outcomes of several
meshes. This is achieved by studying the relative error and comparing the graphical results
of the meshes. The fluid pressure drop in porous media is a reliable property for calculating
the relative error. However, it should be mentioned that the total error of the simulation is
not only in the pressure but also in other equations, such as the mass transfer equation. For
estimating the relative error, the average fluid pressure drop is calculated by comparing the
total pressure at the inlet and outlet [48,49]. The element properties of the different meshes
and the corresponding relative error are given in Table 2.

The error of all the mesh sizes is very low. From these results, it can be concluded
that all the mesh sizes are suitable for the model. However, the graphical results are also
relevant as these are used to visualize and study the flow and pressure in the oil field.
Therefore, the graphical results of the saturation in the reservoir are compared in Figure 11.
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Table 2. Element characteristics of different mesh sizes.

Mesh Size Number of
Elements

Aver. Element
Quality

Max. Element
Size (km)

Min. Element
Size (km) Relative Error

Extremely coarse 12,241 0.6348 11.5 0.365 0.70
Extra coarse 19,095 0.6554 6.78 0.261 0.20

Coarser 24,272 0.6784 4.53 0.208 0.32
Coarse 34,821 0.6985 3.49 0.156 0.42
Normal 54,834 0.7286 2.35 0.15 0.38

Fine 76,479 0.7457 1.82 0.0521 0.32
Finer 111,388 0.7684 1.46 0.0208 0.01

Extra fine 146,955 0.7905 0.678 0.00782 0.05
Extremely fine 298,688 0.8263 0.349 0.00104 -

Figure 11. Normalized saturation in the north of the Ghawar field for different mesh sizes.
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The graphical comparison of the mesh sizes demonstrates no significant differences
between the meshes. However, for the extremely coarse mesh, there is an irregularity at the
producer well. Furthermore, the shape of the color distribution shows some deviations in
the more coarse meshes, although these meshes had a small relative error. Based on this
error and the graphical comparison, the finer mesh is selected. This mesh has an extremely
small error and provides good graphical results. The mesh finer has significantly fewer
elements compared to extremely fine, which reduces the computational calculations. In
Figure 12, an overview and close-up of the mesh is given. The mesh is refined along the
walls, wells and faults. This is necessary to obtain an accurate solution as the gradient of
the calculated properties is large in these areas.

Figure 12. Overview and close-up of the elements distribution over the domain for the finer mesh.

3.3.2. Shear Rate

Several formulas for the shear rate were found in the literature, as mentioned in
Section 2.4. The shear rate values calculated by these formulas are given in Table 3, which
shows that the values are all in the same range. The shear rate value of the most simple
equation (indicated by number 1) has a value that is between the values of the other
equations. Therefore, it was decided to use this formula for the calculation of the shear rate
in the model.

Table 3. Evaluation of shear-rate formulae.

Eq. # Formula Shear Rate Value (1/s)

1 γ̇ = C uw√
Kφ

35.307

2 γ̇ = C
[

3n+1
4n

] n
n−1 uw√

KφKrwSw
30.182

3 γ̇ = C
[

3n+1
4n

] n
n−1 4uw√

8KφKrwSw
42.684
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3.3.3. Saturation

Figure 13 illustrates the normalized saturation within the Ghawar field as a function
of time. The introduction of water to the field occurs at the injection wells, and the water
saturation around these wells increases. Subsequently, the water migrates towards the
producer wells, which is driven by the pressure gradient over the field. As the water
inflow continues, the water saturation of the field keeps increasing. At t = 15 days, the
influence of the faults on the water distribution over the field is clearly visible. The faults
are impermeable barriers, which makes it more difficult for the water to penetrate the
areas around the faults, resulting in a lower saturation in these areas compared to the rest
of the field. Furthermore, the water saturation is relatively low at the northern tip. This
is a result of the narrow area through which water inflow and oil outflow have to occur
simultaneously in order for water to penetrate this area.

Figure 13. Normalized water saturation in the Ghawar field at four different time steps of the simulation.
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Though the oil properties throughout the field do not vary significantly, an extra study
is carried out considering different oil viscosities. This also has a numerical purpose since
the influence of the mobility ratio in the model’s behavior is well-known, and the goal
was to test the model’s stability as well. The early water breakthrough for more viscous
oils is clearly visible in Figure 14. For the low viscosity oil, the water propagates slower
through the reservoir and forms a more stable front with the oil, which is illustrated by
the rounder shape of the water saturation in figure (a) when the oil viscosity is similar to
the water. However, this becomes more tapered with increasing oil viscosities, showing
a sort of viscous fingering, which was not detected in the first case. Finally, it is worth
mentioning that the saturation fields of the high viscosity oils are comparable, and no
significant differences are appreciable.

Figure 14. Normalized water saturation for different oil viscosities at the same timestep.
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3.4. Polymer Flooding
3.4.1. Saturation

The normalized saturation of the Ghawar field for polymer flooding is illustrated in
Figure 15. The graphical results demonstrate the same saturation distribution as for water
flooding. It should be noted that the saturation in these results is the normalized saturation
instead of the real saturation of the field. This will be further discussed in Section 3.5.

The viscosity of the polymer solution depends, among others, on the polymer’s
molecular weight but also the architecture of the molecule (i.e., radius of gyration), and this
also has a strong influence on the solution’s viscoelastic properties, which affect the recovery
process. It is advised to consider in future models the influence of these parameters in the
viscosity, since the polymer degradation primarily affects the molecular weight, and this
modifies all of the other properties.

Figure 15. Normalized polymer solution saturation at four different time steps of the simulation.
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The water cuts for the producer wells during the polymer flooding are presented
in Figure 16. Based on the results, all of the wells perform similarly in terms of water
fraction produced, with the exception of well #2 (the second one from north to south); this
well reaches higher values of water-cut during the first stages of the simulation, but after
approximately 15 days, the values become similar to the other wells. The location and
pattern might be further optimized in order to reach the water-cut economical threshold in
all wells at the same time and in a shorter period of time.

Figure 16. Water-cut for the different producer wells as a function of time. Well #1 corresponds to the
northernmost well, and well #4 to the southernmost one.

3.4.2. Viscosity and Polymer Concentration

The viscosity is given in Figure 17. The figure confirms the strong relationship between
the polymer concentration and the viscosity since this corresponds to the dependence of the
viscosity on the polymer concentration. Two different polymer concentrations are injected
in the field. At the northern part of the field, a polymer concentration of 10 mol/m3 is
injected during the first 11.5 days. At the southern wells, a concentration of 4 mol/m3 is
injected for a shorter period (5.8 days). The graphical results demonstrate that the polymer
concentration results in a significant viscosity increase in the displacing fluid. Furthermore,
it is clearly visible that the viscosity increase in the south of the field is lower compared to
the north, which is a result of the different polymer concentrations injected. After injecting
the polymer solutions, water flows in, which is illustrated by the low viscosity spots inside
the higher viscosity ranges. As a remark, it is also evident that the increment in the viscosity,
with respect to the water, is not as significant as in traditional polymer flooding processes,
and higher viscosities should be simulated in further studies. The purpose of this paper is
to create the model of Ghawar in COMSOL and to establish general guidelines for future
EOR studies.
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Figure 17. Polymer solution viscosity in Ghawar field at four different time steps of the simulation.

With respect to the last point, Figure 18 shows two plots of the polymer solution used
in this paper: the left one is the polymer viscosity as a function of the shear rate, using
the UVM model for a constant polymer volumetric concentration, and the right one is the
polymer solution viscosity for the average shear rate found at the reservoir as a function of
the polymer volumetric concentration. In the latter, we have limited the fraction due to
operative conditions. In these plots, the polymer degradation is still not being considered,
which will be studied in the next section. As mentioned in previous sections, the influence
of the polymer in the viscosity is not noticeable in the operating conditions, though at
higher concentrations, this becomes more noticeable. Nevertheless, the influence of the
polymer on the viscosity is determined by a number of constants, which must be measured
carefully before any simulation is carried out.
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Figure 18. Polymer solution rheological behavior as a function of the shear rate (a), and viscosity as a
function of the polymer concentration (b).

3.4.3. Polymer Degradation

Polymer degradation reduces the polymer concentration in the field, and it is a function
of time. The degradation rate determines the speed of decrease in the polymer concen-
tration. Within this section, the influence of polymer degradation on the viscosity of the
displacing fluid is studied. Figure 19 illustrates the decrease in viscosity as a result of this
degradation. The polymer solution viscosity with degradation compared to the polymer
solution viscosity without is significantly reduced. Furthermore, it is demonstrated that the
polymer concentration reduces further over time, which is indicated by the larger reduction
in viscosity for 15 days compared to the viscosity of 6 days.

3.4.4. Particle Tracing

Particle tracing is a theoretical study performed to analyze the residence time and
retention of virtual particles in the field. This study of retention is two-fold: to study the
flow and/or entrapment of polymers, not because of mechanical entrapment, but because
of the general well location design; secondly, to link this with future studies involving
nanoparticles. It is deemed of the utmost importance to understand the percentage of
retention and the places in order to avoid possible (environmental) problems. In total,
6500 particles were injected into the field, from which 1500 particles were injected at the
two southern injection wells and the other 5000 particles at the remaining injection wells.
From these particles, 6480 were recovered at the producer wells, which indicates that only
0.3% of these particles will be retained in the reservoir after polymer flooding. This does
not indicate that the polymer retention will be low, but the fact that the positioning of the
wells in the field has been performed properly.

Furthermore, the average residence time of the particles in the reservoir is studied,
which is illustrated in Figure 20. The average residence time of the particles in the field was
7.54 days and the graph demonstrates that most particles (76%) were recovered within the
first 10 days. A short residence time of the polymer is favorable to reduce the degradation
of the polymer in the reservoir.

3.4.5. Well Efficiency

To investigate the efficiency of the wells, the polymer concentration and number of
particles at the wells are evaluated. The particles are injected into the field at t = 0. It can be
seen that most particles are recovered within the first stage of oil recovery. The producers
are numbered from north to south, and the results are illustrated in Figure 21. From these
graphs, it is shown that the particles injected at producer wells near walls have a longer
retention time compared to the particles injected in the north. This is in accordance with the
figures of the saturation, which demonstrate that the displacing fluid injected at these wells
reaches the producers at a later stage. Furthermore, these particles have a lower efficiency,
which is mainly due to the lower number of particles injected in the southern area. The
polymer concentration demonstrates that all producer wells have relatively high efficiency.
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The results from the particle tracing imply a relatively low efficiency for producer well
number two. However, the polymer concentration graph demonstrates a second peak for
producer well number two. The second peak is due to the displacing fluid moving around
the fault near producer well number two. The same peak is observed for producer well
number three, which is also related to the faults around this well.

Figure 19. Viscosity of the Ghawar field for polymer flooding without degradation (a,b) and with
degradation (c,d).
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Figure 20. Residence time distribution of particles in the field injected at the beginning of the simulation.

(a)

(b)

Figure 21. Polymer concentration (a) and number of particles (b) at the producer wells as a function
of time.
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3.5. Modified Polymer Flooding

The polymer concentration does not influence the relative permeability of oil (kro) in
COMSOL. However, kro is a function of the polymer concentration and increases for higher
polymer concentrations. Therefore, a modification for the relative permeability is proposed,
which is demonstrated by Equation (24). The new kro is a function of the original relative
permeability (k0

ro), water saturation (Sw) and polymer concentration (Cp). The new curve
for the relative permeability is illustrated in Figure 21, and it tends to reproduce the slight
variations in the relative oil permeability reported by several authors [44,50,51].

There is still a dispute in the scientific world whether polymers can actually decrease
the residual oil saturation or not. While several authors have presented evidence that
polymer flooding only affects the macroscopic efficiency via the increase in the viscosity,
other authors have reported the decrease in the residual saturation by means of, for instance,
the viscoelastic effects [10,16,18,36,45]. In this paper, it is considered the last point of view,
that is, that the polymer actually affects both the macro- and the microscopic efficiencies,
decreasing under certain injection conditions the residual oil saturation (Figure 22).

kro = k0
ro ·
(

1 + S3
wCp

)
(24)

The proposed modification slightly affects the effective normalized saturation of the
field (Figures 7 and 23). However, it has a major influence on the real oil saturation of the
field since the residual oil saturation is modified (Sorw) due to the presence of the polymer
in the aqueous phase. To calculate the residual oil saturation, the following equations
are used:

Sorw = 1− Sw, for kro = 0 (25)

k0
ro = A + 2B

(
1− exp−

Sw
C

)
(26)

where A, B and C are fitting parameters. Equation (26) represents the standard oil perme-
ability curve without the polymer (Figure 22—dashed line; Figure 23—red line). This curve
is affected then by the polymer concentration, using Equation (24) (Figure 23—black line).
However, this dependency renders a non-linear problem since the Darcy equations used
to calculate velocity and pressure fields depend on the relative oil permeability. Then, the
problem must be solved numerically using an iterative approach per timestep.

Figure 22. Variation of the oil relative permeability as a function of the polymer flooding concentration
(reprinted/adapted with permission from [50]).



Energies 2022, 15, 7232 27 of 31

Figure 23. Original and modified oil relative permeabilities, with a polymer concentration of
10 mol/m3.

In Figure 24, the result of polymer flooding with the modified equation is compared
to the results of water flooding and the original polymer flooding. For calculating the
saturation of the modified polymer flooding, the average value of Sorw is used due to the
following: when the polymer concentration increases, the value of Sorw decreases and the
saturation is increased, whereas when the polymer concentration is decreased, the value
of Sorw also increases, which leads to a reduction in saturation. However, it is impossible
for the water saturation to decrease as oil is only flowing out of the reservoir. Therefore,
to estimate the saturation, the average value is used. However, in reality, the slope of the
curve for the modified polymer flooding is steeper at the beginning and flattens earlier than
the curve demonstrated in Figure 24. Nevertheless, the graph shows a significant difference
in the recovery factor between water flooding and polymer flooding. Furthermore, it is
demonstrated that the concentration of the polymer has a significant influence on the oil
recovery; a lower concentration of polymer renders a lower recovery factor.

Figure 24. Saturation (a) and corresponding recovery factor (b) for waterflooding, polymer flooding
and modified polymer flooding for two different polymer concentrations.

4. Conclusions

An advanced, novel numerical model is developed to study oil recovery within the
Ghawar field. First, the geometry and porosity and permeability field of the Ghawar field
were successfully modeled in COMSOL Multiphysics. In addition, the momentum and
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mass transfer equations of the model were successfully coupled within one study, which
resulted in mutual dependency. Several studies were performed, and the results were
analyzed in the present paper, with the following conclusions:

1. Waterflooding of the Ghawar field resulted in a recovery factor of 58%, which is in
line with the literature values considering some ideal properties used in the model,
for example, the temperature of the reservoir. However, there was no significant
difference between the recovery factors of water flooding and polymer flooding. This
is also due to the fact that the polymer’s influence on the viscosity is not significant
enough to improve the macroscopic recovery efficiency.

2. The relatively low recovery factor for polymer flooding was caused by the way in
which the oil relative permeability was modeled. The oil relative permeability was
independent of the polymer concentration, which resulted in the same residual oil
saturation for polymer flooding as for waterflooding. Modification of the equation
resulted in a significant increase in recovery factor by approximately 15–25% compared
to water flooding, depending on the polymer concentration.

3. The influence of oil viscosity on the recovery factor for both waterflooding and polymer
flooding was examined. It could be concluded that a lower mobility ratio between the
oil and water results in a higher recovery efficiency.

4. In addition, particle trajectories in the reservoir were studied to investigate the influ-
ence of polymer retention and the residence time of polymers in the reservoir. The
particle tracing evaluation indicates that a very small percentage of the polymer is
retained in the reservoir, which is favorable since the retention of polymers in the reser-
voir may have a negative influence on the environment, depending on the polymer
used.

5. This last point allowed us to study polymer recycling, which could possibly reduce
the costs of enhanced oil recovery; so far, this has proven too hard or impossible to
perform due to the complexity of the fluids produced, but it is deemed that this should
be investigated in further studies. The results showed that 76% of the polymer was
recovered within 10 days. The residence time is of importance for the stability of
the polymers; longer residence times require more stable polymers. Furthermore,
degradation of the polymer in the reservoir as a result of long residence times may
increase the cost of EOR projects.

6. A well analysis was performed, which involves the efficiency of the wells. Within
the model, it was chosen to surround one producer well with several injection wells—
14 wells in total, including 9 injection and 5 producer wells. The concentration of
polymers at the wells and the number of particles therein were examined. From this
evaluation, it could be concluded that the well placement was performed properly
since the efficiency of all the wells was remarkably high. This study was not meant
to optimize the retention time but to explore whether different wells had different
timescales. Had the output shown that one of the wells had a different production
profile, then the location would have needed to be rearranged.
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Abbreviations
The following abbreviations are used in this manuscript:

EOR Enhanced Oil Recovery
HPAM Hydrolyzed Polyacrylamide
OOIP Original Oil in Place
UVM Unified Viscosity Model
Nomenclature
C Concentration
Dj

i Diffusion tensor [m2/s]
dmj

i Molecular diffusion [m2/s]
dl j

i Longitudinal dispersion [m2/s]
dtj

i Transversal dispersion [m2/s]
d Depth [m]
F Force [N]
g Acceleration of gravity [m/s2]
K Absolute Permeability [mD]/[m2]
kB Boltzmann’s constant [J/K]
kr Relative Permeability
Mw Molecular weight [Da]
n Power law exponent
n2 UVM parameter
p Pressure [Pa]
pbh f Bottomhole pressure [Pa]
rp Particle radius [m]
rw Well radius [m]
S Saturation
T Temperature [K]
t Time [s]
u Darcy velocity [m/s]
V Volume [m3]
v Velocity [m/s]
Greek Letters
γ̇ Shear rate [1/s]
Γ Domain Boundary
δ2 UVM parameter
µ Phase viscosity [mPa · s]
φ Formation Porosity
ρ Density [kg/m3]
τ2 Elastic viscosity (shear thickening)
τr Elastic viscosity (shear thinning)
Ω Reservoir Domain
Superscripts
j Phase
o Oleus phase
w Water Phase
Subscripts
c Capillary
el Shear-thickening
ext External
i Component
in Injection
ir Irreducible
nw Non-wetting phase
o Petroleum component
p Polymer component
r Residual
s Surface
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sh Shear-thinning
t Total
w Water component
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