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Abstract: Prognostics and Health Management (commonly called PHM) is a field that focuses on
the degradation mechanisms of systems in order to estimate their health status, anticipate their
failure and optimize their maintenance. PHM uses methods, tools and algorithms for monitoring,
anomaly detection, cause diagnosis, prognosis of the remaining useful life (RUL) and maintenance
optimization. It allows for permanently monitoring the health of the system and provides operators
and managers with relevant information to decide on actions to be taken to maintain the system in
optimal operational conditions. This paper aims to present the emergence of the PHM thematically
to describe the subjacent processes, particularly prognosis, how it supplies the different maintenance
strategies and to explain the benefits that can be anticipated. More specifically, this paper establishes
a state of the art in prognostic methods used today in the PHM strategy. In addition, this paper shows
the multitude of possible prognostic approaches and the choice of one among them that will help to
provide a framework for industrial companies.

Keywords: PHM; prognosis; maintenance; RUL

1. Introduction

With the challenge of the industries to maintain their equipment at maximum relia-
bility, availability, profitability and safety with minimum maintenance cost, maintenance
strategies such the PHM (Prognostics and Health Management) have been developed.
This strategy is applied to industrial systems requiring higher reliability standards. This
imposes a major challenge for many industries such as aerospace, aeronautics, automotive,
manufacturing sectors, electronic systems, energy systems, rotating machinery and health
sciences [1–4]. In order to satisfy the requirements cited above, many works have been car-
ried out on the subject of PHM. Great efforts have been made over the past twenty years by
researchers and industrialists to find methods for preventing and predicting failures [5–10].
These methods have been developed in different fields of application and can be grouped
under the term PHM. Upstream goals behind implementing a PHM architecture include:

- Better availability and a consequent reduction in operating and maintenance costs,
due to a strategy based on monitoring the state of the system;

- Improved reliability and safety of operational units;
- Faster detection of performance degradation or loss for increased operating efficiency.

The downstream objective of implementing a PHM architecture includes monitoring
the condition of the system for predictive maintenance. As shown in Figure 1, PHM is de-
fined as a strategy to detect, diagnose and predict the future state of a system. This process
is carried out using the modules described below: knowledge of degradation mechanisms
and failure modes, data acquisition, data pre-processing, diagnosis and prognosis, and
decision support.
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Figure 1. Architecture of the PHM process.

As can be seen from Figure 1, the prognosis is an essential step for the implementation
of a PHM strategy. Its purpose is to estimate the remaining useful life (RUL) of the
selected components, i.e., the remaining operating time before these components fail or no
longer operate sufficiently satisfactorily. This makes it possible to adapt and optimize the
maintenance schedule. This step defines the difference between a predictive maintenance
policy and the condition-based maintenance.

The prognosis has been the subject of growing interest for several decades, and several
methods have been developed, tested and improved. Categorizing these methods into
distinct classes proves to be complicated by the diversity of tasks to be performed. For
instance, Roemer et al. in [11] categorize prognostic methods into three types as shown
in Figure 2:

- Prognosis based on physical models, which relies on mathematical and/or physical
models of degradation phenomena;

- Data-based prognosis, which consists of analyzes of datasets for the search for health
indicators of the state of health of the component;

- Prognosis based on experience, which is based on the exploitation of knowledge
acquired by the failure or degradation of the component in the past.

Nevertheless, it is conceivable to include experience-based prognosis in data-driven
prognosis since it processes the system data. Thus, the classification into model-based, data-
based and artificial intelligence given in [12,13] will be considered. Hence, a classification
of prognostic categories delivered by [11] is shown in Figure 3.
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Figure 2. Prognostic approaches [11].
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Figure 3. Prognostic methods classification [11].

This classification evolved over time as shown in Table 1. The study and analysis of
the different classifications proposed in the literature, and summarized in Table 1, led us
to note that the groupings of methods proposed were organized by the type of data and
the formalization tools used. In addition, we note that the model-based approach often
comes up, and the other approaches have similarities with each other in the tools they use.
Based on this observation, the PHM community tends more and more toward a unified
and consensual classification between the different proposals published in the literature.
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Table 1. Evolution of the classification of prognostic methods.

2001 Lebold and Thurston [14]
Data-based prognosis
Model-based prognosis
Experience based prognosis

2006 Jardine et al. [15]
Prognosis based on statistical tools
Prognosis using artificial intelligence tools
Model-based prognosis

2009 Heng et al. [16]

Data-based prognosis
Model-based prognosis
Experience based prognosis
Experience and data-based prognosis

2010 Peng et al. [17] Knowledge-based prognosis
Model fusion-based prognosis

2010 Zio and Di Maio [18] Data-based prognosis
Model-based prognosis

2011 Sikorska et al. [19]

Prognosis using artificial intelligence tools
Knowledge-based prognosis
Model-based prognosis
RUL model-based prognosis

2014 Lee et al. [20]
Data-based prognosis
Model-based prognosis
Hybrid based prognosis

On the basis of this study, we propose to follow the following classification illustrated
in Figure 4:

− the prognosis based on a physical model;
− data-driven prognosis;
− the hybrid prognosis.
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Figure 4. Classification of prognostics approaches.

To these three categories, we added several criteria in order to identify the applicability
of each category as shown in Table 2.
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Table 2. Applicability of the prognosis approaches.

Criteria
Prognosis Category Hybrid-Based Data-Based Model-Based

System model necessary useful necessary
Failure history useful not necessary useful
Past conditions useful not necessary necessary
Current conditions necessary necessary necessary
Fault recognition method necessary necessary necessary
Historic of maintenance useful not necessary useful
General need sensor and model sensors, no model sensors and model

Hence, this work details the prognostic layer of the PHM architecture and provides
prognostic methods treated in the literature and which are used in the Prognostics and
Health Management strategy. Thus, it lists the various possible approaches and establishes
the choice of a method among prognostic techniques which will represent a major interest in
the industry. Therefore, sections of this work are centered around the detailed presentation
of prognostic methods used in the domain of the PHM strategy and their categorization. In
the next section, this aspect is detailed.

2. Prognostic Methods Categorization
2.1. Model-Based Prognostic

Model-based prognosis deals with a physical model that uses mathematical represen-
tations to include a physical comprehension of the degradation process [11]. A conceptual
diagram of the model-based prognostic is displayed in Figure 5. It consists of investigating
the physics of the monitored system’s failure and representing it by a physical model [21].
Mathematical functions, such as differential equations, are developed to represent the
system [22]. These equations are then used in statistical techniques such as Kalman filters
and parity relationships to evaluate the system’s state. Residues that are the difference
between the model prediction and observations are then used to detect, isolate and predict
the system’s degradation [11]. Residues show the divergence between the system model
and actual observations. The statistical analysis of these residues allows for detecting
degradation in which the prediction is performed to estimate the remaining time until the
occurrence of a fault by setting a predetermined default threshold.
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The first benefit of this approach is that it does not require the historical data to estimate
the future state of the system when the model is known. Another benefit is that it allows for
considering the deterioration caused by environmental conditions such as heat, humidity,
vibration, loads and shock. However, its drawback is that a mathematical representation of
a system requires a deep understanding of the subjacent physical processes that lead to
system failure [22]. It is also necessary to define a physical model for each mode of failure
as well as the data describing the conditions related to each process [23]. The creation
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of models representing the different physical processes produced is also a difficulty to
overcome [11].

2.1.1. Physics of Failure

The implementation of a model based on the physics of failure (PoF) is valid in the
absence of observations and the availability of observations only. It considers the physics
of the system, the system’s degradation behavior as well as failure modes and uses the
degradation properties such as material, geometry and loading conditions [23]. Thus, this
method identifies degradation trends and estimates the RUL [24]. A typical PoF model
is the fault propagation models such as spalls propagation or cracks. Lie et al. [25,26]
established the relationship between bearing defect growth rates, defect zone size and
material parameters through the crack propagation modeling technique. This method is
based on Paris’ Law crack growth where a least-square scheme allows for adaptability to
changes in the system state. However, the material parameters have to be determined in
an empirical way, and the defect area size is considered linearly correlated to vibration
root mean square level. Furthermore, this approach was also used in [27,28] but with the
addition of a 2D finite element analysis that calculates stress and strain based on the load
of the gear tooth, the defect size, geometry and material properties. However, this method
needs high computation capacity. In [29], another PoF based on the propagation model is
the Forman law crack growth used for rotor shaft crack growth, which has to link condition
monitoring information and crack physics to life models. The Yu–Harris equation for
estimating bearing life, with a stochastic version, has been exploited by [30,31] in order to
forecast spall beginning. These authors also used the Kotzalas–Harris progression model
to assess the time to failure. This framework was enhanced in [32]. The Contact Analysis
for Bearing Prognostics program (CABPro) was used in [33] using finite element analysis
in order to calculate material stress based on defect dimensions, bearing geometry, load
and speed. After this step, the cycles to failure are estimated. Furthermore, acceleration
amplitude and natural frequency of a rolling-element bearing were used to determine
the failure time by taking the element as a vibratory system with only one degree of
freedom [34].

2.1.2. Bayesian Estimation with Kalman Filters

Kalman Filter (KF) is used as a model for approximating system output based on
a certain gain. The difference between the estimation and the actual output is used to
generate residuals that are used for diagnostic and prognostic purposes. It is designed for
linear systems through minimization of the squared error between the input without noise
and the one with added noise. It considers that additive measurement and process noises
are independent and Gaussian. When non-linear systems or links between systems and
measurement take place, KF is replaced by Extended Kalman Filter (EKF), which proceeds
by partial derivatives to linearize the estimation. Recently, EKF was used in [35] for prog-
nostic of the proton exchange membrane fuel cell. However, when noise is not Gaussian,
EKF is no longer reliable because calculation time will increase and cause the divergence
of the filter when calculating the Jacobian matrix [36]. Other forms of enhancements for
non-linear systems with Gaussian noise exist and are different from one another in terms
of the method used for integral estimation. Such enhancements are the Gauss–Hermite
Quadrature Kalman Filter as well as the Unscented Kalman Filter, which is an extension of
the Quadrature Kalman Filter and Monte-Carlo Kalman Filter [37].

2.1.3. Bayesian Estimation with Particle Filters

Sequential Monte Carlo methods are particle filters that are used to estimate an online
future state and alleviate the drawbacks of KF and its derivatives. The concept of this filter
is to use a set of random samples called particles, iteratively generated to represent the
posterior Probability Density Function (PDF). They are associated with weights that are
updated with each generation. Thus, the outputs estimates are calculated according to these
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particles and their weights. Moreover, particles of dynamic noise are also drawn at each
iteration. The higher the number of particles, the nearer the filter output is to the posterior
Probability Density Function (PDF). However, when the number of iterations increases, the
posterior PDF approximation tends toward zero [38]. It is possible to attenuate this effect
by increasing the number of particles but it is not always applicable. Hence, at the end of
each iteration, a resampling step must be added. Recently, particle filtering approaches
were thoroughly developed, and the results showed that Unscented Kalman filter is more
accurate and has less calculation cost than particle filtering [39]. The authors in [40] used a
particle filtering framework for lithium-ion battery health management prognostic [41] and
Miao et al. used an UKF for the same purpose [42].

2.2. Data-Driven Prognostic

The remaining useful life is estimated by the data-based prognostic approach when
the system in question does not have a reliable model. The RUL predicts the time before
the defect exceeds some predetermined alarm value.

Data-driven prognosis hypothesizes that the monitoring data are stable until a fault
occurs. In the data-driven prognostic approach, indicators represent the degradation of
the system. In the first step, sensitive indicators are extracted from the data thoroughly
after an analysis phase. In the second step, prediction methods are used to study the
evolution of these indicators and their trend in order to estimate the time remaining before
the failure worsens the system and exceeds its previously set threshold value [20]. Figure 6
summarizes the data-driven prognostic structure. A new risk assessment framework that
includes PHM and PRA (Probabilistic Risk Assessment) techniques and concepts were
presented in [43]. In this work, the authors presented a hybrid model, which combines
both PHM and PRA concepts, to deliver a forward-looking approach to risk assessment to
study complex engineering systems.
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Data-driven prognosis offers many advantages compared to the model-based one.
It learns the system behavior based on data provided by sensors and therefore does not
require any specific knowledge for modeling purposes. Furthermore, the number of
extracted features is large if it is a complex system, and this technique could be successfully
applied. Data-driven prognostic methods categorization is given by [16,19,44].

2.2.1. Knowledge Based Models

In order to determine the RUL, the so-called knowledge-based methods compare and
estimate the similarity between the real situation and a dataset including the failure. They
regroup expert systems and fuzzy-rule based systems.

Researchers have applied expert systems to solve prognostic problems. This involves
using a set of syntactic rules and if-then statements, combined with knowledge gathered
from experts to determine how and when this knowledge should be applied. This de-
velopment allows to provide the expert system in the form of a software [45]. The latter
is updated in a continuous way according to the changes of the system configuration.
Furthermore, a set of inputs in the database provides an output, and as the number of in-
puts/outputs expands, the number of possible combinations may generate a combinatorial
explosion [46].

The use of fuzzy rule-based systems allows for the remediation of the disadvantages of
expert systems. These fuzzy systems are not sensitive to noise and require fewer rules and
work correctly even if the data are incomplete. However, these fuzzy approaches, which



Energies 2022, 15, 6909 8 of 24

are based on probabilistic models, use an approximate rule set instead of exact rules [47].
Fuzzy logic has been developed to handle the concept of partial truth, where the truth
value can range between completely true and completely false. Thus, the decision making
is replaced by fuzzy sets, and the rules are replaced by fuzzy rules. This method seems to
be efficient when handling noisy and inaccurate data because it works in an intuitive way.

The fuzzy logic becomes more complicated with complex systems due to the large
number of rules. In this case, the neural-fuzzy (BF) method allows to simplify it. This last
one includes both neural networks and fuzzy logic principles. The combination of the two
approaches allows one to avoid the problems that are related to the distribution of the
membership function of the fuzzy logic and how to choose its nature, including how to
compose the fuzzy rules and how to overcome the problem of incomplete knowledge [48].
For example, the neuro-fuzzy inference system is described by a black box that contains
the set of fuzzy rules that weigh the inputs and provide a single output [49]. As shown
in Figure 7, the ANFIS structure is composed of five layers: fuzzyfication, weighting,
normalization, defuzzyfication, and summation [50].
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Figure 7. ANFIS architecture for two inputs and two rules.

Each input (x, y) is linked to membership functions (A1,2, B1,2) that evaluate their
degree of membership. The membership functions are associated with fuzzy rules via
weights noted ω1,2. In layer 3, each weight is normalized, and a set of (IF-THEN) rules
is computed. The output of the ANFIS system is given by the sum of the contributions
of all the rules able to approximate non-linear functions [51]. In [52], a study comparing
techniques (ANN, ANFIS) and a new method called Coactive Adaptive Neuro-Fuzzy
Inference System is realized. It combines an extended form of the ANFIS, which manages
any number of input–output pair and a Genetic Algorithm (GA). GA optimizes the system’s
performance and overcomes some problems of the ANN such as optimizing the network
parameters including learning rate and the momentum of the network for each input.
This study estimates the ore grade and shows that CANFIS-GA is more accurate than
non-optimized techniques.

In [53], the authors implemented the ANFIS method for the prediction of skin tempera-
ture in lower membrane prostheses. Then, they compared it with Gaussian process machine
learning methods. The results show a similarity in terms of performance between the pre-
dicted and real data. This technique can be used for the invasive monitoring of temperature.

2.2.2. Life Expectancy Models

The degradation of the process behaves like a stochastic process influenced by random
sources due to variability and uncertainty of processes. Therefore, stochastic models are
used to complete prognostics [9]. Several stochastic and statistic models have been used to
model the system degradation process [54–56].
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Stochastic Models

When the system is complex, building a physical model is complicated. In such a way,
the idea is to bulify an experience approach, which is based on the stochastic modeling
of the degradation based on a collected dataset. These models consider that the times to
failure of identical systems are statistically the same and follow a random distribution.
Therefore, they are represented by a function of probability density.

1. Aggregate reliability functions

The industrialists have given a lot of interest to the reliability analysis approach
of aggregated failure data for predicting the system state [55]. The approach consists
in estimating the probability density function by analyzing the failure times of a set of
components [57]. The phenomenon of degradation is modeled in various distributions, but
when it is gradual, it is more convenient to use the Gaussian function [58]. The Weibull
distribution is often used in the field of life analysis, due to its flexibility: as said before,
it allows for one to represent at least approximately an infinity of probability laws. This
function is subject to all types of degradation and is used in prognosis. Its strong point lies
in the fact that it does not require a detailed knowledge of the physical mechanism and the
degradation [59]. An algorithm was proposed to automatically calculate the parameters of
the Weibull distribution from a machine database of downtime [60].

2. Conditional probability model

The objective of the prognosis is to estimate the time to failure or residual life as well
as the risk of existence or subsequent occurrence of one or more failure modes. To estimate
this duration, a probabilistic model based on Bayes’ theorem could be used. A reliability
function is used to present the actual state, and then, Bayes’ theorem is applied to evaluate
the probable values of the future behavior [61].

The probability density function of the components is necessary to generalize the
classical reliability study and to represent the probability density function of the remaining
useful life. It is assumed that the observations are added later as predictive density functions
and that the equipment distribution is updated by Bayes’ rules. In this case, Bayesian
networks and Kalman filtering approaches can be used to improve the prediction process
that depends on the system and noise type. Moreover, in most cases, this process is not
simple since it requires integral resolution. Thus, several methods based on approximation
to estimate integrals were used, such as regression models [62]. The accuracy of the method
is inversely proportional to the remaining useful lifetime (RUL). As the RUL increases, the
accuracy decreases and vice versa.

Furthermore, the Static Bayesian Network (SBN) is a directed acyclic graphical model
composed of random variables and their interdependent probabilities [63]. The variables
are represented by nodes that are characterized by a conditional probability table depending
on the predecessor’s states [64]. In Bayesian network theory jargon, the term “vertex” is
commonly replaced by the term “node”. These networks model the evolution of the
state of a component as a function of influencing factors, where the arcs of the graph
represent the probable causality between two variables. This probable causality will be
quantified by a conditional probability. Bayesian inference is easily performed and with a
low computational cost due to the graph theory.

The implementation of a Bayesian network requires two x major phases. The first one
is used to construct the graph, i.e., to identify the variables of the variables of the model
and to indicate the dependencies and conditional independence between these variables.
The second phase consists in calculating or evaluating the probabilities needed to calculate
the joint probability of all the variables. These two phases can be performed either by a
model selection procedure with feedback data, by expert opinion, or by a combination of
both. Despite the complexity of this approach, it is useful when the database is incomplete.
Moreover, it is adaptive to new observations but may have a high computation time.

The authors in [65] have developed an adaptive Bayesian decision model in order to
assess the more convenient periodicity of replacement and examination parts. Moreover,
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a novel approach called objected-oriented Bayesian networks was proposed to predict
the system’s state in the future by one step forward time series forecasting [66]. This
work does not include RUL estimation but proved the consistency of SBN when used for
prognostic purposes. In [67], the authors developed a Bayesian framework that exploits
actual condition monitoring observations to update the stochastic parameters of exponential
degradation models. When the degradation signals are well modeled, they characterize
the residual-life distribution of the system. In [68], a degradation model was developed
for the study of rotating bearings monitoring systems. This model was carried out in two
stages and is combined of two parts, a part that follows a linear function and a random part
simulating the errors. The degradation rate passes through a switching point where the rate
takes different values before and after this point, which allows for a two-stage degradation
model. The degradation level and time represent the switching points. This model remains
limited because it is based on a linear regression. In addition, Bouaziz et al. [69] developed
a Bayesian network methodology based on a predictive model. This methodology is used
to predict the system health factor applied on complex semiconductor systems. The same
idea was developed recently by Bian et al. in [70], who used a Bayesian framework to
update a signal and conditions parameters as well as the residual lifetime distribution of
the monitored system.

Dynamic Bayesian Networks (DBN) also exist, which are Bayesian networks that relate
variables to each other over adjacent time steps. Among DBN, the Markov Model (MM) is
a stochastic model that is used to model randomly changing systems where it is assumed
that future states depend only on the current state, not on the events that occurred before it
and that the state is visible to the observer [71].

The time horizon of contracts is an important criterion that must be considered during
the coordination process. This consideration simply considers the aging process that the
assets will undergo and not only the amortization of the investments made by the providers.
The authors in [72] present a range of methods such as the Semi-Markov model (SMM)
or the Semi-Markov model (SMM). They consider the repair and replacement of critical
components. The proposed methods are adaptable for RUL estimation. In [73], Carlin and
Chib estimated the Remaining Useful Lifetime by the Monte-Carlo hazard model.

The drawback of MM and SMM represents their inflexibility to temporal failure
degradation, which means that they cannot consider gradual failure and are not applicable
to partially repaired systems. In general, the degradation of the failure is gradual, which
limits the use of Markov and semi-Markov models. To remedy this, hidden Markov
models (HMM) have been developed, but their learning requires a large database and
powerful computing unit. As shown in Figure 8, two parameters are used to describe this,
defined by two parameters, to know the model states’ number (q1, q2) and the different
observation symbols per state’s number (H, T). In addition, three probability distributions
are important, namely the state transition probability distribution (a11, a12, a21, a22), the
observation symbol probability distribution P(H|q1), P(T|q1), P(H|q2), P(T|q2) and the
initial state distribution P(q1|t0), P(q2|t0) [74].
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This method has been used in several domains, but it has been applied to the prognos-
tic. As the authors note in [75], a precondition for the successful implementation of CBM
practices in the industry is efficient diagnosis and prognosis. In their work, they describe a
method in which several HMMs are used to represent the health status of a metal cutting
tool and to evaluate the RUL of tools.

The Hidden Semi-Markov model is used to predict the RUL. This model is similar
to the Hidden Markov model. The difference between the two lies in the probability of
state change that remains fixed in the HMM and that depends on the time elapsed between
the beginning and the current state for the HSMM. In [76], the authors developed a new
approach based on segmental SHMM that combines the diagnostic and prognostic opera-
tions. The developed approach allows for predicting the RUL. Moreover, this approach
facilitates the computation and uses a novel forward–backward algorithm for the training
of HSMM. In [77], two algorithms based on SHMM were used to forecast a future state;
thus, they provide the RUL estimation of a complex system as a function of time. Recently,
R. Moghanddass et al. in [78] introduced a non-homogeneous semi-Markov model to
discuss the parameters’ estimation for the model’s training and to develop the measures
of the prognostic model reliability including the mean residual life. This model takes into
account that the system exhibits several degradation states under limited observations
during the operation of the monitored system. The model was applied to a bearing shell to
monitor its degradation and to demonstrate the model’s validity. HMM and SHMM have
better adaptability to gradual failures, but they are reliable for fault prediction only when a
sufficient amount of data covering all progression stages of the failure are provided [19]. In
addition, all MM need a large capacity of calculations depending on the model complexity.
Thus, they have been often combined with a dimensionality reduction method (PCA) [79].

Another stochastic model is the rain flow counting method [80]. This is based on
counting stress-reversal fatigue cycles from a time history by the application of Miner’s rule
(a cumulative damage model for fatigue produced failures) for the assessment of fatigue
life of a complex-loaded structure. This method allows for transition cycles to be processed
accurately but does not fully account for the slowly varying mean stress [81].

In addition, the first/second-order reliability method (FORM/SORM) is a reliable
method for structural prognosis [35,82]. In FORM, the reliability index is seen as the
minimum distance between the origin and the limit state surface, and its design point (the
most probable point of failure) is then searched. However, there is an accuracy problem
when the performance function is non-linear. SORM is, in consequence, introduced as
a solution, and it is obtained by approximating the limit state surface by a second-order
surface [83].

Statistical Models

Statistical models go through two steps, which are evaluation and prediction. The
first step consists in evaluating the evolution of faults by considering historical data of a
system. The second step allows for extrapolation of the data to predict the future state of
the system.

3. Trend evaluation

This method consists in using a parameter calculated from the data acquired by the
sensors. This parameter is well correlated with the RUL and will be followed over time. The
implementation of an alarm and a pre-alarm determines an estimate of the RUL. Once the
trend is established, extrapolation regression methods will be used to predict the RUL and
to track the progression of degradation over time. This method is limited by the noise that
comes from different sources putting uncertainty on the results obtained (see Figure 9). To
remedy this, advanced techniques can be used to model the noise and take it into account
in the estimates [84].
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4. Autoregressive models

An autoregressive model (AR) is a linear predictive modeling technique used to
predict the evolution of a monitored parameter on the basis of previous observations by
using the AR parameters as coefficients. Many regression methods were used for RUL
forecasting such as the autoregressive moving average. The autoregressive moving average
was applied for stationary signals. This model is able to model uncorrelated time series,
and it is applicable for prognostics [85–89]. For non-stationary signals, the Autoregressive
Integrated Moving Average Model (ARIMA) gives better results in the case of noises in the
observations. It deals with the observation values as well as the noises in the observations
and thus yields minimal modeling error [90].

Recently, authors have presented in [91] a method to estimate the health status of
the system and to predict its reliability in evolving trends in an online condition moni-
toring applied to a vertical roller mill. This method uses the integrated moving average
model presented before and forecasts the state of the parameters, which is the input of a
multi-observation HMM. The parameters of the AR model are estimated by non-linear op-
timization techniques method in order to minimize the estimation error. Finally, the model
is validated through the examination of standardized residuals and the autocorrelation of
residuals [85].

The shortcoming of this method is its inefficiency when the historical data are in-
complete, which may lead to a false extrapolation [92]. Furthermore, these models are
less efficient for long-term prediction because of the dynamic noise. This is reduced by
exploiting predictions based on actual observations for RUL prediction instead of past
predictions [88].

2.2.2.3. AI Approach

Recently, many data-driven methods of prognostic systems have been implemented
based on the Artificial Neural Network (ANN) approach because of its good efficiency in
the field of state prediction and direct RUL estimation. The learning capacity of ANNs
from the system historical data make them the most common tool of system prognostics.
The values of an ANN’s input layer are successively weighted and processed by artificial
neurons of the hidden layers, which simulate the biological neuron concept to obtain one
or multiple estimation values at the output layer [42]. ANNs are faster than traditional
statistical prognostic methods [92]. Furthermore, they are more reliable for complex non-
linear systems that do not need a considerable amount of data.

Several papers reporting the use of long short-term memory (LSTM) networks for
RUL are studied in the literature. We can cite the work of Liu ZH and all the authors in [93]
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who applied an advanced approach combining an elastic net long short-term memory
network (LSTM), with the aim of increasing the predictive accuracy of the remaining useful
life (RUL) of the rotating bearing in rotating machinery. Another approach, based on the
deep learning model using LSTM autoencoders, is employed for predictive maintenance
in cyber-physical production systems [94]. A variant of the LSTM approach, called the
convolution-based long short-term memory (CLSTM) network, is proposed to predict the
RUL of rotating machineries mining the in situ vibration data [95].

An adaptive prognostic method was proposed and applied to lithium-ion batteries to
forecast their end of discharge by training online the radial basis (RB) function model [96].
In [97], Tian et al. proposed a prognostic approach of a wind power generation system
using a feed-forward neural network model with two hidden layers. The inputs of the
ANN model were the component age and the condition monitoring measurements at the
inspection points, and the output was the life percentage at the current inspection point.

ANNs are reinforced when combined with different techniques. For instance, hybrid
neural networks that can accept different types of inputs were introduced by Wang and
Vachtsevanos [98]. In addition, Wavelet Neural Networks (WNNs) were used for failure
assessment based on their features. Dynamic Wavelet Neural Networks (DWNNs) were
also used to forecast the fault evolution and to assess the RUL. In [99], Yam et al. used
recurrent neural networks (RNNs) to build an intelligent predictive decision support system
for power plants’ integrated maintenance management. RNNs are obtained by adding
a temporal memory to the network using the past internal state of each node [100,101].
Moreover, Time Delay Neural Networks (TDNNs) are another dynamic architecture of
neural networks commonly used for time series prediction [102]. As seen in Figure 10,
TDNNs and RNNs work in a sequential way; thus, they are called feedback neural networks,
which make them more convenient for prediction applications since they are time variant.
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Decision-making support is the ultimate mission of predictive maintenance; it consists
of scheduling the best maintenance interventions at the right time using the RUL prediction
outcomes [103,104]. The authors in [105] used the self-organizing maps (SOMs) or Kohonen
map, where an automatic fault mode detection is presented based on the SOM network
and the kernel density estimation with as little as possible prior knowledge.

2.2.3. Deep Learning Approach

More recently, machine learning, particularly deep learning methods, has gained
popularity in the field of PHM. Many studies have examined how deep learning can
improve the overall performance of PHM [106–108].
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Deep Learning (DL) algorithms have recently emerged in the field of prognosis. Since
then, several algorithms have been introduced and are used in various application areas.

Today, the use of DL has become essential due to their intelligence, efficient learning,
accuracy and robustness in building prediction models [109]. In the literature, the most
recently used DL algorithms can be classified into tree main categories: Convolutional Neu-
ral Networks (CNN), Deep Belief Neural Networks (DBN), and long short-term memory
networks (LSTM).

Convolutional Neural Network (CNN)

CNN is one of the best-known architectures of Deep Learning techniques. It has been
proposed for fault prediction in flight vehicle systems [110]. This technique starts with raw
sensor data; learns sensor dependent features and timing features through convolutional
layers; and predicts the remaining useful life of aircraft components. This technique can
be used in other field fields such as bearings and machining processing [111,112]. CNN
contains three types of layers with different convolutional, pooling and fully connected
layers. In each CNN, there are two steps for the learning process, the feedforward step and
the backward step. In the forward step, the CNN takes a set of nodes and transforms it into
a convolutional layer with filters or Local Receptive Fields considering the overlap window.
After activating these transformations using the predetermined activation function, the
new data space will again be down-sampled (pooled) using a well-defined sampling type
such as (mean, min or maximum). The convolutional layers and the down sampling layers
are locally connected. The final down-sampling results will be fully connected to the output
layer. In the backward step, the learning algorithms will try to tune these connections
(weights) based on the approximation error to satisfy the target function. Generally, CNNs
are trained using the back-propagation algorithm. Figure 11 illustrates the fundamental
architecture of a CNN neural network.
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Deep Belief Neural Networks (DBN)

DBN are probabilistic generative models composed of several visible and hidden layers
of stochastic latent variables. Hidden layer variables are typically binary, while visible
layer variables can be binary or real. The two upper layers are the restricted Boltzman
machine (RBM). RBM in its restricted version consists of two layers: a layer with input
neurons, and a layer with hidden neurons. All of these neurons are interconnected. Much
like autoencoder networks, the hidden layer often has fewer dimensions than the visible
layer (although this is not always the case). To illustrate the concept, Figure 12 shows a
diagram of a restricted Boltzmann machine. As can be seen, we only have two layers and
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all the neurons are interconnected with each other. Unlike conventional neural networks,
information no longer flows from the input layer to an output layer. We are here in a logic
where information circulates in a circular way. In its initial design, the algorithm is used to
study the relationships between inputs and outputs.
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DBN can be considered as a composition of simple networks and unsupervised
architectures such as restricted Boltzmann machines (RBM). The deep belief network
consists of an RBM layer for pre-training and a feedforward neural network for the fine-
tuning phase. J. Deutsch et al. in [113] used DBN trained with data collected from bearing
profiles to predict remaining life in higher-dimensional space. The advantage of using DBN
is that it only depends on a small training set to achieve good tuning of unsupervised and
supervised parameters. J. Ma et al. [114] used auto-encoders based on “Sparse Coding”
combined with a hidden layer of logistic output for learning a DBN for the prediction of
the RUL of aircraft engines. DBN are considered as very intelligent prediction methods
and are available for a variety of applications.

The Long Short-Term Memory Networks (LSTM)

Traditional RNN have a limitation in learning and encounter the problem of vanish
gradient problem if the time series is too long. Moreover, RNN are only able to memorize
the so-called near past and begin to “forget” after about fifty iterations. The long short-term
memory networks make it possible to bypass this lock. A LSTM unit is composed of a cell,
a forget gate, an input gate and an output gate that manages a dynamic memory (denoted
C), which evolves according to the temporal data sequence, this architecture is illustrated
in Figure 13.The Forget Gate is an operation leading to the ability to forget information (or
to greatly reduce its weight), which was useful at time t − 1 but which is no longer so at
time t. Input Gate is, on the contrary, an operation that gives the cell the ability to store
new information at time t while this same information is non-existent or of little relevance
(very low weight) at time t − 1. Finally, the output Gate controls the information that will
be transmitted at time t + 1 according to the memory C and the activation function. The
LSTM cell, due to this memory vector C, stores the values over arbitrary time intervals, and
the three gates regulate the flow of information into and out of the cell.
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Z. H. Liu et al. in [93] proposed the LSTM method to forecast the RUL of rolling
bearings. The algorithm is called E-LSTM, and it consists of an elastic mesh and LSTM,
taking temporal–spatial correlation into consideration to forecast the RUL through the
LSTM. In [115], LSTM neural networks were used to solve the bottleneck problem of
high-precision RUL estimation for complicated engineered systems.

2.2.4. Similarity-Based Learning

Similarity-based methods mainly aim to build an offline equivalent model of the
system degradation behavior using supervised machine learning techniques. Regression is
a well-reputed technique in this domain due to its good results in prediction and forecasting
applications [92]. Many algorithms such as k-Nearest Neighbors and belief functions were
used to assess the system health and then estimate its RUL. It was applied in [116] for
turbofan engines when a degradation attains a fixed threshold.

Tianyi Wang proposed an alternative learning methodology for the RUL prediction
of a turbofan engine called Trajectory Similarity Based Prediction (TSBP) in [90], where
a library of degradation models was created based on historical condition monitoring
data and failure times. Then, these RUL estimates of the different degradation models are
aggregated with a density estimation method to obtain the final RUL estimate of the test
instance. This model aggregation was also presented by Eker et al. in [117], as shown in
Figure 14.
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In [118], Ramasso et al. proposed a new similarity-based prognostic approach called
EVIPRO-KNN, where belief functions were used to deal with the lack of data labels
and to manage degradation trajectories with different temporal lengths. In addition, the
developed model was applied to predict jointly continuous and discrete states of the system
degradation. When expert knowledge is available, the fuzzy-based similarity can be carried
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out to assess the distance between run to failure information by using fuzzy membership
functions instead of sharp distance consideration [119].

2.3. Hybrid Prognostics

As shown in Figure 15, this approach revolves around the combination of model-based
and data-driven methods in order to benefit from their strengths [17]. These methods tend
to simplify the physical model when the monitored system is more complex. They are
divided into two categories: series approach and parallel approaches [17].
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The series approach, as shown in Figure 16, is based on extracting parameters indi-
cating fault evolution from sensor output signals. Then, certain model parameters will be
reassessed according to these signals such as recursive estimators. Hence, the output of the
first method is fed into the second method. This approach is used in real-time prognostics.
It includes four combinations: data-driven + data-driven, data-driven + model-based,
model-based + data-driven and model-based + model-based methods.
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In the parallel approach illustrated in Figure 17, data-driven methods are used to
complement model-based methods when they are incapable of modeling certain processes.
Then, in order to perform the prediction, the residues are gathered and used from both
methods. This approach enhances the prognosis accuracy. The combination of the outputs
of model-based and data-driven approaches is achieved by fusion techniques such as
fuzzy fusion or statistics-based fusion. This approach includes two combinations: data-
driven/model-based and model-based/data-driven methods.

Creating a hybrid prognostic application is achieved by carrying out hybrid methods up-
front or associating already realized data-driven or model-based methods to other methods.
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2.3.1. Data-Driven Combinations

If the previously implemented approach is data driven (DD) and the physics of failure
are unknown, it is more convenient to carry out DD combinations to enhance the results
accuracy. When the data present various scenarios, the same DD method is applied to each
scenario in a parallel structure based on DD combination. It was applied to enhance the
prediction performance for a nuclear power plant with a modified probabilistic support
regression [22]. Moreover, when expert knowledge is available, it is associated with the DD
method, which was applied in [120]. In this paper, the authors used expert knowledge as
fuzzy logic and associated HMM to the adaptive neuro-fuzzy inference system. However,
when expert knowledge is not available, a DD method is used as a parameter estimator
and the other DD method put into the series gives more accuracy. This was the case
in [121] where Liu et al. used the least square support vector regression with HMM in
order to predict the future faults and the RUL. If all these tests are negative, DD methods
are merged in parallel as in the case in [122] where Hu et al. combined multiple number
algorithms with a weighted-sum formulation. These weights are determined by three
proposed weighting schemes. This approach forecasts future faults and assesses the RUL.

2.3.2. Data-Driven and Model-Based Combinations

DD and MB methods can be combined to enhance their performance. When expert
knowledge is available, it is combined with DD and MB methods. For instance, fuzzy logic
is used with the DD method to enhance parameter estimation, which will be the input of
the MB method. In the case where there is no expert knowledge, DD and MB methods are
combined to estimate the prior parameters of the MB method by the DD method. In [123],
a hybrid approach for RUL estimation was proposed, which consists of combining neural
networks and based particle filtering. MB and DD are combined in a parallel way to
enhance RUL estimation accuracy when the conditions are not verified. This model was
built in [124] by using an ensemble of Kernel regression with PoF models. Recently, a
framework for a hybrid model for RUL prediction was developed in [125]. The proposed
method is able to enhance forecasting accuracy and consists of combining two DD methods
with a particle filter. The first DD method estimates the measurement model, which is a
mapping from measurements to system state while the second DD provides a prediction of
future measurements in order to decrease the uncertainty of the long-term prediction of the
particle filter. The flow chart of the proposed method is shown in Figure 18.
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Figure 18. Fusion of data-driven and model-based methods [125], Reprinted with permission from
Elsevier: license number 5387500327402, 14 September 2022.
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2.3.3. Model-Based Combinations

When knowledge contains various scenarios, MB methods are combined in a parallel
manner, as is shown in [126]. An ensemble of empirical models gives the RUL estimation of
each model, and they represent the input of the Kalman filter-based algorithm. This method
was applied to turbine blades undergoing developing creep. Moreover, when expert
knowledge is available, it is associated with the MB method in order to control uncertainties.
It was applied in [127] where multi-sensor data fusion based on fault detection and fuzzy
Kalman filter feedback were used to reduce vehicle risk. When there is no expert knowledge,
BM methods are used in a parallel manner to estimate parameters such as in [128] where
UKF is used to estimate the state of the process and the particle filter has to predict the RUL.

3. Conclusions

In this paper, a survey of prognostic methods used for prognostics and health manage-
ment is proposed. According to the state of the art, the various approaches are classified
into three main axes, which are: model-based, data-driven and hybrid methods. Due to the
study of a large number of works, it was established that model-based, such as the physics
of failure as well as the Bayesian estimation with particle filters and Kalman filters have
the advantage of being reliable and accurate in terms of prognosis. However, in terms of
disadvantage, it mainly requires a deep understanding of the physical mechanism of the
failure and, moreover, expert knowledge. Data-driven methods, such as knowledge-based
models, life expectancy models and neural networks, are able to quickly establish behavioral
models. However, these methods are mainly based on historical data of the system to
be monitored, ranging from a healthy state to failure. Hybrid methods that combine the
aforementioned approaches benefit for their strengths, and it is also possible to improve
the associated model performance by the online data, thus enhancing the accuracy of the
RUL prediction. Their major drawback is that they require understanding of the physical
mechanism of failure and expert knowledge about the most significant sensor data in order
to estimate model parameters. From this comparison, it can be seen that data-driven predic-
tion methods are more appropriate for applications where it is possible to learn the behavior
of a system without specific knowledge of the system for modeling purposes. However,
historical system data must be relevant to assess trends leading to a fault and hence failure.
As a compromise, hybrid methods can be carried out with minimal historical data. However,
both need event and condition data in order to establish the proper prognostic.

Finally, we cannot say which approach is the best because the choice depends strongly
on the application. Nevertheless, knowing that the phase of establishing a behavioral
model is not easy, especially for complex systems, we propose the following Table 3 that
will help to provide a framework for the choice of an approach.

Table 3. Advantages and disadvantages of the three prognostic approaches.

Prognostic Approaches Advantages Inconveniences

Model-based approach

Accurate
Better prognostic performances obtained
Flexibility of approach
Interpretable

Difficult to obtain the mathematical model.
The phenomenon of degradation is not exhaustive
Each component has its own model or reliability
lawsRequires knowledge related to the
degradation mechanism

Date-driven approach

Suitable for any type of instrumented application
Knowledge of degradation mechanisms directly
included in the data
Does not require knowledge of analytical models
of degradation

Necessity of training data
Requires degradation scenarios for different
operational conditions

Hybrid approach
Higher performance, accuracy
Better computational complexity
More flexible and robust

Requires training data
Results depend on the combination of the methods
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4. Future Prospects

The prognosis is not only interested in the prediction of failures already initiated, but
also in the possibility that they lead to the appearance of other failure modes. This should
lead us to take an interest in the near future in:

− The criteria for the appearance of other failure modes;
− The interrelationships between failure modes and their associated rates of deterioration;
− The effect of maintenance on degradation;
− The conditions considered and the assumptions made.

In addition, the estimation of the RUL requires answering several questions:

− Is the component in a degraded state?
− Which failure mode initiated the degradation?
− What is the state of degradation?
− How fast is the degradation progressing, and how much time remains before reaching failure?
− What new events can modify the evolution of the degradation (for example slowing

down or accelerating the process)?
− What other factors can affect the RUL estimate and how (e.g., type of model, noise in

the data, uncertainties)?
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