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Abstract: Physics-informed neural network (PINN) models are developed in this work for solving
highly anisotropic diffusion equations. Compared to traditional numerical discretization schemes
such as the finite volume method and finite element method, PINN models are meshless and, there-
fore, have the advantage of imposing no constraint on the orientations of the diffusion tensors or the
grid orthogonality conditions. To impose solution positivity, we tested PINN models with positivity-
preserving activation functions for the last layer and found that the accuracy of the corresponding
PINN solutions is quite poor compared to the vanilla PINN model. Therefore, to improve the mono-
tonicity properties of PINN models, we propose a new loss function that incorporates additional
terms which penalize negative solutions, in addition to the usual partial differential equation (PDE)
residuals and boundary mismatch. Various numerical experiments show that the PINN models
can accurately capture the tensorial effect of the diffusion tensor, and the PINN model utilizing the
new loss function can reduce the degree of violations of monotonicity and improve the accuracy of
solutions compared to the vanilla PINN model, while the computational expenses remain comparable.
Moreover, we further developed PINN models that are composed of multiple neural networks to deal
with discontinuous diffusion tensors. Pressure and flux continuity conditions on the discontinuity
line are used to stitch the multiple networks into a single model by adding another loss term in the
loss function. The resulting PINN models were shown to successfully solve the diffusion equation
when the principal directions of the diffusion tensor change abruptly across the discontinuity line.
The results demonstrate that the PINN models represent an attractive option for solving difficult
anisotropic diffusion problems compared to traditional numerical discretization methods.

Keywords: subsurface flow; porous media; permeability anisotropy; diffusion equation; physics
informed neural networks; monotonicity

1. Introduction

Modeling fluid flow in subsurface porous media often requires solving the following
set of partial differential equations (PDE):

∇ · v(x) = q(x),
v(x) = −K(x)∇u(x), x ∈ Ω,

(1)

with appropriate boundary conditions such as:

B(u, x) = 0, x ∈ ∂Ω, (2)

where Ω is the computational domain with boundary ∂Ω; v(x) is the fluid velocity; and
u(x) is the unknown function representing fluid pressure/potential that needs to be solved.
Here, we have assumed the fluid viscosity to be unity. q(x) is the fluid source/sink term.
The diffusion coefficient K is the permeability of the porous media and it is, in general, a
full tensor because of the anisotropic nature of the media, which poses great challenges to
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many numerical methods. Cell-centered finite volume methods are the most widely used
methods in the reservoir simulation community because of their property of being locally
mass conservative. The linear two-point flux approximation (TPFA) method is the default
choice for many commercial and academic reservoir simulators for its simplicity, efficiency
and robustness [1,2], but it is well known to be inconsistent when the principal directions
of the permeability tensor are not aligned with the mesh, and the numerical solution does
not converge to the true solution when the mesh is refined. More specifically, the TPFA
method is only applicable for the so-called K-orthogonal mesh, which can be thought of as
an orthogonal mesh induced by the permeability tensor K. To amend the shortcomings of
the TPFA method, a family of multi-point flux approximation (MPFA) methods have been
proposed in the past two decades that can handle full permeability tensors on general non-
orthogonal meshes [3–6]. However, the MPFA methods suffer from monotonicity issues
and the solutions can contain spurious oscillations when the media is highly anisotropic,
or the mesh has large aspect ratios [7–12]. Specifically, the numerical solution of MPFA
can become negative, which is unphysical. To fulfill the requirements of both consistency
and monotonicity, a class of nonlinear finite volume methods has been developed in
the past decade [13–19]. The nonlinear methods such as the nonlinear two-point flux
approximation (NTPFA) method are designed specifically to preserve the non-negativity
of the numerical solutions. Therefore, the methods are monotone by design. However,
the nonlinear methods lead to a system of nonlinear equations after discretization, even
though the original equation to be solved is linear. Moreover, a nonlinear solver has to be
utilized, which increases the computational expenses. In addition to finite volume methods,
another popular consistent discretization method that is also locally mass conservative
is the mixed finite element (MFE) method [20]. The MFE method treats both the fluid
velocity, v, and fluid pressure/potential, u, as primary unknowns and solves for them
simultaneously. Therefore, the number of unknowns is usually much larger than that
of cell-centered finite volume methods. Similar to the classical finite element method
(FEM), the solution quality of MFE is also closely tied to the quality of the mesh, which
can become a problem for practical reservoir simulations because the simulation grids are
often dictated by the complex geological constraints, and we are not free to choose the
desired meshes for simulation. Moreover, finding suitable basis functions for arbitrary
polyhedral elements is also a challenge. Another family of methods that share certain
similarities to the MFE method but are much more flexible for general polygonal meshes
in 2D and polyhedral meshes in 3D are the mimetic finite difference methods (MFD) [21].
The MFD methods are designed to not only provide consistent discretizations, but also
to mimic the fundamental properties of the differential operators; they are currently used
in a wide range of applications. The unknowns of MFD methods include fluxes across
cell interfaces, fluid pressure/potential at cell centroids and at face centroids. Therefore,
the final discretized system of equations is much larger than that of cell-centered finite
volume methods.

Due to the tremendous advancements in both the hardware and algorithm/software
designs in recent years, machine learning, and deep learning in particular, has made signifi-
cant strides in solving many science and engineering problems. As a result, a growing body
of literature has been devoted to leveraging the power of machine learning for scientific
computing. Traditional machine learning applications require a large amount of labeled
data for training the machine learning model. However, for many complex engineering
problems such as modeling fluid flow in porous media, it is infeasible or computationally
too expensive to obtain the amount of labeled data required for machine learning. To
circumvent this problem, Raissi et al. [22] revisited the idea of approximating the solution
to a partial differential equation by using a deep neural network. By taking advantage
of automatic differentiation, the residual of the partial differential equation evaluated on
a set of internal collocation points, in addition to any mismatch in boundary and initial
conditions, are combined together to form a loss function that is minimized, thus, encoding
the underlying physical laws into the model as prior information. The resulting machine
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learning model is termed the physics-informed neural network (PINN) in their work.
They demonstrated that the PINN can achieve excellent predictive accuracy for various
computational problems and, thus, has the potential to serve as an alternative to tradi-
tional numerical discretization schemes such as the finite volume, finite element method,
etc. Similar to some meshless methods such as the reproducing kernel particle method
(RKPM) [23], the PINN method does not require the discretization of the computational
domain by a mesh. Unlike the RKPM that approximates the unknown function by a linear
combination of a set of reproducing kernel shape functions, the PINN method utilizes the
neural network to approximate the unknown function by taking advantage of the fact that
the neural networks are universal function approximators [24]. The task of solving a PDE
is transformed into a minimization problem that can be solved effectively by employing
powerful optimization algorithms and advanced computer hardware developed by the
machine learning community. Moreover, PINN can be used to solve the inverse problems
as easily as the forward problem. As a result, the scientific computing community has
shown considerable interest in PINN [25–30], and it was applied to solve a wide variety of
problems [31–34].

Regarding subsurface flow and transport modeling, Fuks and Tchelepi [35] applied
the PINN to solve the standard Buckley–Leverett model governing incompressible and
immiscible two-phase flow in porous media and found that, depending on the shape of the
flux function, the PINN can struggle or even fail to find the correct solution, suggesting
that there is still some way to go before PINN can be reliably used for reservoir simulation,
despite its many successes in diverse fields. In our previous work [36], we investigated
the performance of PINN for solving the anisotropic diffusion equation which governs
incompressible single-phase flow in porous media and found that the PINN enjoys excel-
lent performance for problems with smooth solutions but can struggle for more difficult
problems, especially for highly anisotropic permeability tensors. Therefore, in this work, we
advance our previous work by improving on the PINN model for solving the challenging
anisotropic diffusion equation. Specifically, we focus on the monotonicity requirement for
highly anisotropic full permeability tensors that have beset many discretization schemes,
as mentioned previously. The contributions of this work are mainly twofold: firstly, given
the problem at hand, we embed more physics into the neural network by adding to the loss
function an additional loss term, which accounts for the monotonicity requirements explic-
itly; secondly, the PINN model is improved to deal with discontinuous permeability fields.
The rest of the paper is organized as follows: a brief review of the PINN formulations as
well as different loss functions are given in the next section; the results section presents the
numerical experiments including homogeneous, rotating and discontinuous permeability
tensor fields; and finally, the conclusions are given in Section 4.

2. Methods, Models and Formulations

The details of PINN can be found in the literature, such as [22,30]. For completeness,
we offer a brief review of the PINN model here. We consider a fully connected feed-forward
neural network denoted by û(x; θ) to approximate the solution u(x). The neural network
consists of L layers. The relationship between the input and output of layer l is given by:

xl = hl
(

xl−1
)
= σl

(
W l xl−1 + bl

)
, l = 1, 2, . . . , L, (3)

where xl−1 and xl are the input and output of layer l, respectively; W l is the weighting
matrix and bl is the bias term; σl is the nonlinear activation function of layer l. The input to
the first layer is x0, which is also the input to the whole network and the output of the last
layer L is xL that corresponds to the output of the whole neural network. The activation
function σL for the last layer is often set as the identity mapping. The collection of all the
weighting matrices and bias terms comprise the parameters θ of the neural network. That

is, θ :=
{

W l , bl
}L

l=1
.
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Since û(x; θ) is unlikely to be the true solution, substituting û(x; θ) into Equation (1)
leads to the following PDE residual:

R(x) = −∇ · (K(x)∇û(x; θ))− q(x), x ∈ Ω. (4)

Similarly, inserting û(x; θ) into the boundary condition (2) leads to a boundary mis-
match. The idea of PINN is to find the best approximation by minimizing the PDE residual
and the boundary mismatch. The PDE residual is calculated on a set of collocation points{

xr
i
}Nr

i=1 that lies in Ω, while the boundary mismatch is calculated on a set of boundary

points
{

xb
i

}Nb

i=1
that lies on ∂Ω, where Nr and Nb denote the number of collocation points

and boundary points, respectively. We will call both the collocation points and the boundary
points our training points. The problem of solving the PDE is then transformed into a mini-
mization problem with the following loss function to be minimized over the parameters θ
of the neural network:

L(θ) = ωrLr(θ) + ωbLb(θ), (5)

where ωr and ωb are the weighting coefficients for the residual and boundary components,
respectively. Lr(θ) and Lb(θ) denote the loss from the PDE residual and the boundary
mismatch, respectively. The mean square error (MSE) is usually used as a criterion to
compute the loss:

Lr(θ) =
1

Nr

Nr
∑

i=1

∣∣R(xr
i
)∣∣2 (6)

Lb(θ) =
1

Nb

Nb
∑

i=1

∣∣∣B(û
(

xb
i ; θ
)

, xb
i

)∣∣∣2 (7)

where Nr and Nb are the number of points internal to the domain Ω and on the boundary
of Ω, respectively, for evaluating the residual and boundary mismatch. The set of training
points xr

i and xb
i are usually sampled randomly in Ω and on ∂Ω, respectively. When

the training of the neural network finishes, all the parameters of the neural network are
determined, and we are left with a continuous nonlinear function (the neural network with
optimized parameters) that can be used to make predictions about the value of the unknown
function at any point in the computational domain by a simple function evaluation.

One practical requirement for the development of any new numerical discretization
scheme is the so-called monotonicity property; that is, the method should preserve the
positivity (or non-negativity) of the differential solution [13,14]. Some commonly used
numerical discretization schemes for solving the anisotropic diffusion equation, such as the
linear muti-point flux approximation method and the mixed finite element method, are
only conditionally monotone. Therefore, their solutions can become negative for highly
anisotropic diffusion tensors. The nonlinear finite volume methods, on the other hand, are
constructed by design to preserve the positivity of the numerical solutions at the expense of
higher computational costs. Compared to those numerical discretization schemes, the high
flexibility of neural networks makes it rather simple to enforce non-negativity requirements
on the solutions. A seemingly straightforward way to achieve this is to use some positivity-
preserving functions as our activation function σL for the last layer of the neural network.
Obvious choices include the Rectified Linear Unit function (ReLU), the Softplus function,
and the Square function (see Figure 1). Interestingly, however, we tested all three activation
functions and found that the accuracy of the corresponding PINN solutions is quite poor
compared to the vanilla PINN model, where the identity mapping is used as the activation
function σL for the last layer (see results in Section 3.1) and the relative L2 errors are almost
two orders of magnitude higher than that of the vanilla PINN solution when the exact
same configurations of neural networks are used. The reasons for this behavior are not yet
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clear to us. Therefore, to improve the monotonicity properties of the PINN solutions, we
propose the following loss function to enforce solution non-negativity in a soft manner:

L(θ) = ωrLr(θ) + ωbLb(θ) + ωmLm(θ), (8)

where Lr(θ) and Lb(θ) are still given by Equations (6) and (7), respectively. The last term is
added to penalize solutions that are negative, and it is given by:

Lm(θ) =
1

Nr

Nr
∑

i=1
ReLU

(
−û
(

xb
i ; θ
))

, (9)

where ReLU(·) is the ReLU activation function. To distinguish between the PINN model
using the loss function (5) and the PINN model using the loss function (8), we denote them
by PINN-MSE and PINN-Mono hereafter, respectively.
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3. Results

This section presents the results of various numerical experiments. The first test
case deals with a constant anisotropic permeability tensor, and a rotating heterogeneous
permeability tensor is considered in the second case. In case 3, we extend the PINN
models to account for discontinuous permeability fields. The neural network models are
implemented in the open-source PyTorch [37] framework. Since the focus of this work is
not to search for the optimal neural network architecture, all the PINN models used in
the numerical experiments share the same network structure, a network with five hidden
layers with each hidden layer containing 50 neurons. The input layer contains two neurons,
and the output layer has one neuron. The tanh function is used as the activation function
for all PINN models unless stated otherwise. All the experiments were run on a NVIDIA
Quadro RTX 4000 GPU.

3.1. Case 1: Constant Permeability Tensor

We first solve the anisotropic diffusion Equation (1) on the unit square domain
Ω = (0, 1)2. The constant anisotropic permeability tensor is given by:

K =

[
cos α − sin α
sinα cosα

][
k1 0
0 k2

][
cos α sin α
− sin α cos α

]
, (10)

where k1 and k2 are the maximum and minimum principal value of the permeability tensor
K, respectively, and α is the rotation angle between the maximum principal direction and
the positive x-axis. The permeability anisotropy ratio is defined as kr =

k1
k2

. Homogeneous
Dirichlet boundary conditions are applied on the boundaries of the domain and a concen-
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trated source term is placed in the center of the domain to drive the flow. The radial basis
function kernel is used as the source function, and it is given by:

q(x) = 1000 exp
(
− ‖x−xc‖2

2σ2

)
(11)

where x is the position vector of any point belonging to the computational domain Ω, and
xc is the center point of Ω. In our case, xc = (0.5, 0.5). σ is a parameter that controls the
degree of concentration of the source function. A smaller σ means a more concentrated
source function. The following values are used in this test case: k1 = 1, kr = 1000 and
σ = 0.02. To evaluate the accuracy of PINN solutions, we first take α = 0 and solve the
equation numerically on a 256× 256 Cartesian mesh using the linear TPFA method as our
reference solution. The linear TPFA method is the golden standard for reservoir simulation,
and it is well known to be both consistent and convergent for the so-called K-orthogonal
meshes. The left of Figure 2 shows the source term, and the pressure solution using TPFA
is shown on the right. Since the horizontal permeability (k1) is 1000 times larger than the
vertical permeability (k2), the pressure diffusion mostly follows the horizontal direction.
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We then solve the same problem using PINN with different loss functions. The
Hammersley distribution is used to generate residual points for the training of PINN, since
it has been demonstrated in the literature that this sampling distribution generally shows
better performance than other distributions such as the random sampling [38,39]. A sample
of residual points generated from the Hammersley distribution is shown in Figure 3. In our
current implementation, 10,000 residual points are used for training and 800 evenly-spaced
points are used on the boundary to enforce the boundary conditions. For the PINN-MSE
model, the weighting parameters are given by ωr = ωb = 1 and for the PINN-Mono model,
the weighting parameters are ωr = ωb = 1, ωm = 10. The left plot of Figure 4 shows
the loss history of PINN solutions with the two different loss functions. We first train
the models using the Adam optimizer for 10,000 epochs and then switch to the L-BFGS
optimizer and continue the training for another 500 iterations. The L-BFGS optimizer is
more expensive than the Adam optimizer for a single iteration, but it converges much
faster, as can be seen clearly in the figure.
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Figure 5 shows the solutions using the PINN models. The first row corresponds to
the results of the PINN-MSE model and the second row the PINN-Mono model. The
first column shows the pressure prediction, the second column the absolute difference
between PINN and TPFA solutions, and the last column plots the absolute PDE residual
distributions computed at the testing points at the end of training. We can see that, overall,
both PINN models perform quite well compared to the TPFA method, with the PINN-Mono
model being slightly more accurate than the PINN-MSE model. It is interesting to note
that for the two PINN models, the largest PDE residuals are located close to the center of
the computational domain where the absolute error of the solution is located; however, it
is not the largest, suggesting that there is no direct connection between solution accuracy
distribution and the PDE residual distribution. Table 1 lists the minimum of solution
umin, the maximum of solution, umax and the relative L2 norm of solution errors for the
two PINN models, as well as the training time. The training time can be thought of as the
time spent on approximating the unknown function using neural network models, and it
is mainly affected by the number of residual points used for computing the loss and the
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number of iterations specified for training. The PINN models cannot guarantee the non-
negativity of the pressure solutions. As expected, adding the monotonicity penalty term
in the loss function can decrease the magnitude of violations of pressure non-negativity.
Moreover, the relative L2 norm of the PINN-Mono solution is also smaller compared to
that of the PINN-MSE model, while the training time is comparable. The results show that
incorporating more physics by adding the monotonicity penalty term in the loss function
is indeed beneficial for the PINN solution with a negligible increase in computational
expenses in terms of training. For comparison, we also show here the solution results of
PINN models using the ReLU, Softplus and Square functions as the activation functions
for the last layer in Figures 6 and 7 and Table 1. The corresponding models are denoted
by PINN-ReLU, PINN-Softplus and PINN-Square, respectively. We can see that although
the three PINN models can preserve solution positivity, their relative L2 error is almost
two orders of magnitude higher than the PINN-MSE and PINN-Mono models with the
exact same configurations. Therefore, we will not use these positivity-preserving PINN
models in the following.

Energies 2022, 15, 6823 8 of 18 
 

 

distribution and the PDE residual distribution. Table 1 lists the minimum of solution 𝑢min, 
the maximum of solution, 𝑢max and the relative 𝐿  norm of solution errors for the two 
PINN models, as well as the training time. The training time can be thought of as the time 
spent on approximating the unknown function using neural network models, and it is 
mainly affected by the number of residual points used for computing the loss and the 
number of iterations specified for training. The PINN models cannot guarantee the non-
negativity of the pressure solutions. As expected, adding the monotonicity penalty term 
in the loss function can decrease the magnitude of violations of pressure non-negativity. 
Moreover, the relative 𝐿  norm of the PINN-Mono solution is also smaller compared to 
that of the PINN-MSE model, while the training time is comparable. The results show that 
incorporating more physics by adding the monotonicity penalty term in the loss function 
is indeed beneficial for the PINN solution with a negligible increase in computational ex-
penses in terms of training. For comparison, we also show here the solution results of 
PINN models using the ReLU, Softplus and Square functions as the activation functions 
for the last layer in Figures 6 and 7 and Table 1. The corresponding models are denoted 
by PINN-ReLU, PINN-Softplus and PINN-Square, respectively. We can see that although 
the three PINN models can preserve solution positivity, their relative 𝐿  error is almost 
two orders of magnitude higher than the PINN-MSE and PINN-Mono models with the 
exact same configurations. Therefore, we will not use these positivity-preserving PINN 
models in the following. 

Table 1. Summary of computational results for case 1: 𝜃 = 0. 

 𝒖min 𝒖max Relative 𝑳𝟐 Training Time 
(s) 

TPFA 1.5075e-22 1.0457e+01 \ \ 
PINN-MSE −1.8819e-02 1.0454e+01 4.7659e-03 1051 

PINN-Mono −1.4453e-03 1.0449e+01 3.2576e-03 1059 
PINN-ReLU 0 9.6432e+00 2.4135e-01 1127 

PINN-Softplus 6.5235e-10 1.0820e+01 7.0749e-02 1173 
PINN-Square 8.1448e-16 1.1019e+01 1.0677e-01 1164 

 
Figure 5. PINN solutions for case 1: 𝜃 = 0. The first row corresponds to the results of the PINN-
MSE model and the second row the PINN-Mono model. 
Figure 5. PINN solutions for case 1: θ = 0. The first row corresponds to the results of the PINN-MSE
model and the second row the PINN-Mono model.

Table 1. Summary of computational results for case 1: θ = 0.

umin umax Relative L2 Training Time (s)

TPFA 1.5075e-22 1.0457e+01 \ \
PINN-MSE −1.8819e-02 1.0454e+01 4.7659e-03 1051

PINN-Mono −1.4453e-03 1.0449e+01 3.2576e-03 1059

PINN-ReLU 0 9.6432e+00 2.4135e-01 1127

PINN-
Softplus 6.5235e-10 1.0820e+01 7.0749e-02 1173

PINN-Square 8.1448e-16 1.1019e+01 1.0677e-01 1164
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Next, we change the value of α from 0 to π
6 . Since the principal directions of the

permeability tensor are not aligned with the axes, the TPFA method is no longer applicable.
The PINN models, on the other hand, are not restricted since they are meshless. The right
plot of Figure 4 shows the loss history of the two PINN models and the corresponding
solution results are shown in Figure 8. As a comparison, we also include in the figure
the pressure solutions obtained from the MFD method and NTPFA method that were
implemented in the open-source MATLAB Reservoir Simulation Toolbox (MRST) [40].
The results show that both the MFD, NTPFA method and the PINN models can capture
the tensorial effect of the permeability tensor with the pressure solutions dictated by the
principal directions of the permeability tensor, and the two PINN model solutions are in
close agreement with that of the MFD method, while the solution of the NTPFA method has
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a more diffused profile around the source term. Moreover, the minimum and maximum of
all the pressure solutions and the training time for the PINN models are listed in Table 2,
and we can see that the maximum values of the MFD and PINN solutions are also very
close and quite far from that of the NPTFA solution, suggesting that the MFD and PINN
solutions may be more reliable compared to the NTFA solution. On the other hand, both the
MFD and PINN solutions violate the solution non-negativity condition and are, therefore,
non-monotone. As expected, the minimum of the PINN-Mono solution is closer to 0 than
that of the PINN-MSE model.
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The second and third columns show the solution and absolute PDE residual of PINN-MSE and
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Table 2. Summary of computational results for case 1: θ = π
6 .

umin umax Training Time (s)

NTPFA 1.4180e-19 9.0828e+00 \
MFD −9.2764e-33 1.1730e+01 \

PINN-MSE −1.2959e-02 1.1768e+01 1059

PINN-Mono −8.6398e-05 1.1770e+01 1063

3.2. Case 2: Rotating Anisotropy Tensor

This second test case is similar to the previous one, except that the permeability tensor
is a rotating anisotropic field that is adapted from the benchmark study of discretization
schemes for anisotropic diffusion problems [41]:

K =

[
εx2 + y2 (ε− 1)xy
(ε− 1)xy x2 + εy2

]
(12)

where ε is a parameter that controls the strength of the permeability anisotropy. Figure 9
shows an example of the permeability field on an 8× 8 Cartesian grid where the permeabil-
ity tensor evaluated at the centroid of each cell is represented by an ellipse whose semi-axes
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are scaled by the square root of the maximum and minimum principal values, respectively,
and the rotation of the semi-axes follows the corresponding principal directions of the
permeability tensor. The permeability anisotropy ratio kr is a constant and it is related
to the parameter ε by kr =

1
ε . We test two levels of anisotropy by letting the values of kr

be 10 (mild anisotropy) and 1000 (strong anisotropy), respectively. Figure 10 shows the
loss history of the training for the two PINN models, and the corresponding results for
the two levels of permeability anisotropy are shown in Figures 11 and 12, Tables 3 and 4,
respectively. Note that the absolute PDE residuals in Figure 12 are in log-scale. The MFD
and NTPFA methods are still used to solve the diffusion equation on a 256× 256 Cartesian
mesh for the purpose of comparison. Note that the MFD and NTPFA methods require
that the permeability be piece-wise constant. In our implementation, we compute the
permeability tensor for each cell by evaluating Equation (12) at the cell centroid. Therefore,
the variation of the permeability tensor within each cell is ignored. The PINN models,
on the other hand, can handle the permeability variation without any difficulty. For the
sub-case of mild anisotropy (kr = 10), the solutions of the MFD and NTPFA methods
are quite close to that of both PINN models. Mild anisotropy generally poses less of a
challenge to numerical discretization schemes than high anisotropy problems. Therefore,
the numerical solutions are reliable when the anisotropy is not too strong. For the case of
strong anisotropy (kr = 1000), the solutions of the PINN models are again much closer to
the MFD solution than the NTPFA solution. The PINN models cannot enforce absolute
non-negative pressure solutions, but the PINN-Mono model does a better job in reducing
the degree of violations as opposed to the PINN-MSE model, especially for the case of
strong anisotropy.
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Table 3. Summary of computational results for case 2: kr = 10.

umin umax Training Time (s)

NTPFA 1.1647e-10 6.9191e+00 \
MFD 1.1663e-12 6.9438e+00 \

PINN-MSE −8.7351e-02 6.9560e+00 1075

PINN-Mono −3.6969e-02 6.9587e+00 1090

Table 4. Summary of computational results for case 2: kr = 1000.

umin umax Training Time (s)

NTPFA 1.4398e-23 1.7269e+01 \
MFD −1.1511e-18 2.2738e+01 \

PINN-MSE −3.5002e-02 2.2832e+01 1101

PINN-Mono −6.5714e-03 2.28333e+01 1095

3.3. Case 3: Discontinuous Permeability Tensor

This final test case is adapted from [13] and deals with a discontinuous permeability
field. As depicted in Figure 13, the computational domain Ω is divided into four quadrants.
The permeability tensor of the north-east and south-west quadrants is K1, and the other
two quadrants K2. The principal directions of K1 and K2 are rotated by different angles
α1 and α2, respectively. Therefore, the permeability field is discontinuous across the line
x = 0.5 and y = 0.5. To deal with this discontinuous permeability field, we adopt similar
ideas from [26] and use two different neural networks for the two different permeability
tensors. More specifically, our model consists of two neural networks, the first one covering
the north-east and south-west quadrants and a second one covering the remaining two
quadrants. Pressure and flux continuity conditions on the discontinuity lines are used to
stitch the two distinct neural networks into a single model. More specifically, a loss term
resulting from the pressure and flux continuity conditions is added to the loss function.
The two neural networks are denoted by û1(x; θ1) and û2(x; θ2). The single loss function
for the model then takes the following form:

L(θ) = ωrLr(θ) + ωbLb(θ) + ωdLd(θ) (13)

where the loss terms Lr(θ) and Lb(θ) are calculated in a similar fashion to Equations (6) and (7),
respectively, with the difference being that the residual loss and boundary loss are calcu-
lated using û1(x; θ1) if the training points lie in the north-east and south-west quadrants.
Otherwise, the network û2(x; θ2) is used instead. The last term in the loss function accounts
for the pressure and flux continuity conditions on the permeability discontinuity lines, and
it is given by:

Ld(θ) =
1

Nd


Nd
∑

i=1

∣∣∣û1

(
xd

i ; θ1

)
− û2

(
xd

i ; θ1

)∣∣∣2
+

Nd
∑

i=1

∣∣∣K1∇û1

(
xd

i ; θ1

)
· ni −K2∇û2

(
xd

i ; θ2

)
· ni

∣∣∣2
 (14)

where xd
i is the training point on the discontinuity line and Nd is the total number of these

training points; ni is the normal vector to the discontinuity line at point xd
i . ωd is the

weighting parameter.
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Similarly, as before, we impose the monotonicity constraint by adding one additional
loss term:

L(θ) = ωrLr(θ) + ωbLb(θ) + ωdLd(θ) + ωmLm(θ) (15)

where the loss term Lm(θ) is computed analogous to Equation (9), with the single neural
network replaced by two neural networks. For ease of notation, we again call the PINN
model using loss function (13) PINN-MSE and the model using loss function (15) PINN-
Mono in the following.

A homogeneous Dirichlet boundary condition is applied on the boundary and the
source term is given by Equation (11) with σ = 0.1. To evaluate the accuracy of our PINN
models, we first set α1 = 0 and α2 = π

2 so that we can solve the problem using the linear
TPFA method on a 256× 256 Cartesian mesh as our reference solution. Next, we set α1 = π

6
and α2 = −π

6 and solve the problem numerically using the MFD and NTPFA methods
for comparison. For the PINN models, we set Nr = 10, 000, Nb = 1000, and Nd = 2000.
The residual points follow the Hammersley distribution, while the training points on the
boundary and permeability discontinuity line are evenly spaced. The weighting parameters
in the loss function are set as ωr = ωb = 1 and ωd = ωm = 50. The PINN models are
trained using the Adam optimizer for 10,000 iterations and then trained using the L-
BFGS optimizer for 2500 iterations. The loss history of the two PINN models is shown
in Figure 14 and the corresponding solution results are shown in Figures 15 and 16 and
Tables 5 and 6, respectively. Compared to the solution of TPFA, the two PINN models
have similar accuracy in terms of the relative L2 error, although a visual inspection seem
to suggest that the solution of the PINN-Mono model is slightly better than that of the
PINN-MSE model. The minimum values for both PINN model solutions are negative and
violate the monotonicity requirement, with the degree of violations much smaller in the
PINN-Mono model thanks to the penalty term Lm(θ) in its loss function. For the sub-case
of the α1 = π

6 and α2 = −π
6 , solutions of the MFD, the NTPFA methods and the two PINN

models reflect the effect of the rotation of the permeability principal directions. The major
difference in the solutions lies in the center of the domain where the solutions of the PINN
models are higher than that of the MFD and NTPFA methods.
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Table 5. Summary of computational results for case 3: α1 = 0, α2 = π
2 .

umin umax Relative L2 Training Time (s)

TPFA 5.4846e-5 4.7339e+01 \ \
PINN-MSE −4.5730e0 5.0947e+01 6.1622e-02 7186

PINN-Mono −7.9776e-01 4.9551e+01 6.1676e-02 7535

Table 6. Summary of computational results for case 3: α1 = π
6 , α2 = −π

6 .

umin umax Training Time (s)

NTPFA 1.1138e-07 5.4074e+01 \
MFD 6.7068e-08 5.6624e+01 \

PINN-MSE −2.3159e-01 6.0775e+01 6025

PINN-Mono −9.2147e-02 6.0198e+01 6214

4. Conclusions

Physics-informed neural network models are developed in this work to solve the
highly anisotropic diffusion equation with a focus on improving the monotonicity prop-
erties of the solutions. An additional loss term is included in the loss function to ac-
count for the monotonicity requirement. The results of the numerical experiments show
that the resulting PINN model can reduce the degree of monotonicity violations signif-
icantly. When the mesh is K-orthogonal and the linear TPFA method is applicable, we
can evaluate the accuracy of the PINN solutions against the TPFA solutions. The results
show that the new PINN model has comparable or slightly better accuracy compared to
the vanilla PINN model. The PINN model can accommodate both homogeneous and
heterogeneous permeability tensors, and we further extended the model to account for
permeability discontinuity.

A seemingly obvious option to impose solution monotonicity for the PINN model is
to use some positivity-preserving activation function in the last layer of the neural network.
However, our numerical testing shows that the solution accuracy is rather poor compared
to the PINN models developed in this work. The reason is hitherto unclear to us and
needs further investigation. Our work here is a prelude to a pressing front that we are
actively working on, which is how to develop PINN models for permeability tensors that
are discontinuous cell-wise—that is, the permeability tensor is constant in each cell but
discontinuous across cell interfaces, as is commonly encountered in the geoscience industry.
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Nomenclature

v fluid velocity [LT−1]
u fluid pressure/potential [ML−1T−2]
K permeability tensor [L2]
q fluid source/sink [M3T−1]
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