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Abstract: A rapid transition toward a decarbonized economy is underway, following the Paris
Agreement and the International Maritime Organization 2030 decarbonization goals. However, due
to the high cost of the rapid transition to eco-friendly energy and the geopolitical conflict in eastern
Europe, liquefied natural gas (LNG), which emits less carbon than other fossil fuels, is gaining
popularity. As the spot market grows due to increased LNG demand, the usage of period extension
options in time charter (T/C) contracts is increasing; however, these options are generally provided
free of charge in practice, without economic evaluation; this is because some shipowners want to make
their time charter contracts more attractive to the more credible charterers. Essentially, the reason for
why this option has not been evaluated is because there is no reliable evaluation model currently
used in practice. That is, research on the evaluation model for the T/C extension option has been
insufficient. Therefore, this study evaluates the economic value of the extended period option in LNG
time charter contracts using machine learning models, such as artificial neural networks, support
vector machines, and random forest, and then compares them with the Black–Scholes model that is
used for option valuations in financial markets. The results indicate superior valuation performance
of the random forest model compared with the other models; particularly, its performance was
significantly better than the Black–Scholes model. Since T/C extension options involve significant
sums in the balance sheets of both shipowners and charterers, the fair value of these options should
be assessed. In this regard, this paper has meaning in proposing valid machine models to efficiently
reflect the fair value of period extension options that are provided at no charge in the LNG market.

Keywords: LNG market; time charter; period extension option; option valuation; machine
learning; Black–Scholes

1. Introduction
1.1. Background of the Study

Suppliers and consumers are “pre-specialized projects” that form a binding relation-
ship through mutual cooperation, because liquefied natural gas (LNG) projects are linked to
LNG value chains, which in turn are linked to exploration, liquefaction, sea transportation,
regeneration, and consumption, through long-term and large-scale finances. Unlike other
dry bulk ship markets, shippers, also referred to as consumers, had to transport cargo
through LNG carriers that were suitable for a designated port based on take or pay for
contract volume with suppliers; therefore, shippers had a limited free market [1]. However,
as of 2021, the global demand for LNG has been fluctuating, owing to the increased pro-
duction of shale gas in the United States (U.S.); the onset of commercial production in the
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Gorgon LNG project in Australia increased LNG supply factors such as the declaration of
carbon neutrality in 2060, and the U.S. re-subscribed to the Paris Agreement [2].

The traditional market for global demand and supply for LNG is generally based on
long-term contracts. However, owing to the emergence of recently diversified suppliers
and massive demand, short-term charter contracts of LNG trading have increased [3].

The LNG time charter (T/C) contract is formed on the basis of an agreement that
the shipowner will charter out the LNG carrier to the charterer for a certain period with
the crew, which is employed by the shipowner and paid for by the charterer, who boards
the ship. In other words, a charterer who charters an LNG carrier is given the status of a
carrier, and generates profits by utilizing the chartered ship for maritime transportation [4].
In this case, in the LNG transport contract, the triangular structure of the shipowner, the
charterer, and the shipper, forms a relationship. Since the LNG periodic charter contracts
are provided by the ship owners, and only operated by the regular charterers, they may
vary depending on the subject of each cost-sharing or responsibility, especially the option
to extend the charter period. In order to solve this problem, Shell LNG Time 1 (developed
in 2005) and Shell LNG Time 2 (developed in 2016), which were developed by the Baltic
and International Maritime Council, are used as long-term charter-based standard con-
tracts [5]. The reason for this is because the shipowner is required to balance the risk and
reward with charterers, based on long-term charters for expensive LNG carriers that cost
about $275 million, according to the Clarkson Newbuilding Price Index in 2021. In fact,
unlike ShellTime, ShellLNGTime1 considers (1) the right to choose the boil-off gas (BOG),
(2) the ship-to-ship (STS) problem within the charter period, and (3) the extension of the
charter period due to market fluctuations as key issues, and constitutes the contract clause.
Since the introduction of the world’s first dual-fuel diesel-electric (DFDE) LNG vessel in
2006, charterers have decided whether to exercise the option to extend the charter period,
depending on whether the vessel is installed or not [6].

In practice, if it is recognized that the charter period is exceeded or shortened, the
excess or shortened period is referred to as the allowable period of the charter period,
while the basic charter period and extension options are highly diverse, as shown in Table 1
below [7,8]. Therefore, for a time charterer, (1) selecting whether the allowable period
for the charter period is recognized and (2) the criteria for determining the payment of
the charter fee at this time, are essential factors in selecting the LNG charter period for
a shipping company. In particular, it is very important for shipowners and charterers to
predict how to agree on a fixed period, optional period, and flexible period of acceptance,
based on a periodic charter contract that considers future LNG market conditions [9].

Table 1. Chartering period and option to extend for LNG T/C.

Chartering Period Option to Extend Remark

3~5 M (month) (±) 15 days
4~6 M (month) (±) 15 days
6~8 M (month) (±) 15 days

12 M 1 Month about (±) 15 days
24 M 2 Month about (±) 15 days
36 M 6 Month about (±) 30 days

Source: Based on interviews with LNG chartering experts.

Typically, the LNG time charterers often have the option of extending the T/C period
at the same freight rate as that of the original contract, which can result in a unilateral
transfer of profits to the time charterers. If such an option for extension is specified in
the LNG charter contract, the time charterer does not exercise the option to extend the
charter period if the LNG transportation market is weak, which results in an imbalance
in the shipowner’s efforts to sign a new contract with a new charterer. Alternatively, if
the LNG transportation market is booming, the time charterer can actively exercise the
extension option in order to maximize profits by operating the ship using low charter rates,
and the shipowner receives a charter fee that is lower than the market price [10]. In order
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to minimize the key issues in dispute, with the option to extend the charter period, the
LNG shipowners can sign a periodic charter contract with the charter companies Chevron,
Exxon, British Petroleum, and Royal Dutch Shell, which focus on DFDE-based LNG vessels,
and extend the charter period once every three months.

1.2. Research Aim

The global shipping industry must comply with International Maritime Organization
(IMO) green-house-gas (GHG) regulations that require a 40% reduction by 2030 in carbon
emissions, and a 70% reduction by 2050 from base year 2008 [11]. This requires shipping
companies to carry out eco-friendly initiatives, such as replacing fleets with new LNG-
fueled ships, changing to clean fuel, adopting energy saving devices, and reducing ships’
transport speed.

In particular, to support the carbon neutrality policy of global shipping companies, a
periodic charter contract should be prepared for spot cargo due to the increased demand
for LNG as a bridge fuel, before non-carbon fuels such as hydrogen and ammonia are
commercialized. Therefore, this study suggests an optimal plan by examining whether
the charterer will give up the right to choose to extend the charter period after the end of
the LNG vessel period, or how it changes depending on market fluctuations. In particular,
this study only used the Black–Scholes model to evaluate the economic value of extension
options in general charter contracts. However, this study aims to strengthen the competi-
tiveness of shipping companies by comprehensively comparing machine learning models
such as artificial neural networks, support vector regression, and random forest models.

In the shipping market, constant efforts are being made to apply fourth industrial
revolution technology to the field. In particular, countries worldwide are racing to develop
the world’s first autonomous ships. This phenomenon is limited to the technical aspects.
Evidently, hardware innovation is necessary, but it is also necessary to improve the quality
of decision making in the shipping industry. However, most of the studies that use machine
learning (ML) methods for shipping market problems focus on the Baltic Dry Index (BDI)
for forecasting sea traffic. Li and Parsons [12] suggested the use of an artificial neural
network (ANN)-based framework in forecasting tanker freight rate, and showed better
performance of using an ANN compared to ARMA (autoregressive moving averages).
Mostafa [13] presented an ANN’s possibility to estimate the traffic volume of the Suez Canal.
Yang et al. [14] proposed using an early warning system with support vector machine (SVM)
for the container and dry bulk freight rates in the shipping market. Fan et al. [15] built an
ANN with a wavelet function as the activation function, obtaining important information
from noisy data. Lyridis et al. [16] devised an ANN model to forecast the forward freight
agreement (FFA) prices, and Santos et al. [17] developed a radial basis function (RBF)-
based ANN to predict the time charter rate of VLCC. Han et al. [18], Daranda [19], and
Bao et al. [20] employed an SVM and ANN to estimate the Baltic Dry Index, and they
concluded that there is availability of and applicability for machine learning in the shipping
market. Therefore, this study attempts to apply ML models such as ANN, SVM, and
random forest (RF) to LNG shipping market decisions, especially charter-related decisions.
The primary objective of these studies is to evaluate the option to extend the period in
LNG time-charter contracts (T/C extension options) with ML methods, and provide an
improved framework for the decision making in shipping chartering practices. Alizadeh
and Nomikos [7] mentioned that the T/C extension option is embedded in the time charter
party. These options are involved in an original T/C contract, and they are exercised at
the end of the pre-specified period of the contract in order to extend its period; moreover,
the charterer can maintain the same rates as the original contract. However, since these
T/C options are provided to the charterer at no cost instead of imposing fair value, these
unknown values may prove advantageous for the charterer. Figure 1 shows the structure
of the T/C extension option in the contract.
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Figure 1. Structure of the T/C extension option.

The purpose of providing T/C extension options at no cost is to attract charterers with
more credibility in the very competitive shipping market, and maintain close relationships
with them [7,8,10]. After the financial crisis, the shipping market collapsed because of the
world economic recession. The large volume of shipbuilding orders placed during the
shipping boom period resulted in excess carrying capacities, and hampered the recovery of
the shipping freight market. Shipowners with expensive fleets that were built during the
bull market, and the charterers that borrowed ships at a high rate, have been harassed due
to the crash of the LNG shipping freight market. Under the bearish market, shipowners
began to give T/C extension options to counterparties for free, in order to attract charterers
in the LNG market who had higher credibility. Therefore, this study priced the 3-month
T/C options that are embedded in their 1-year mother contracts, especially in the LNG
shipping market sector.

2. Data and Methodologies
2.1. Data

The data used in this paper were the spot and T/C of LNG carriers with a size of
160,000 m3, including the US T-bill rate obtained from Shipping Intelligence Networks [21]
and their descriptive statistics are in Table 2. The size of LNG carriers is divided into
145,000 m3, 160,000 m3, and 174,000 m3, based on cargo volume. The reason other carriers
were not used despite their sizes, which are 145,000 m3 and 174,000 m3 in the case of the
LNG freight market, is because their freight time series data are not sufficiently long. The
volatility in the LNG shipping market has recently increased due to political issues; it used
to be a low-volatility market, with relatively inactive spot trading. Since most of the volume
is based on long-term transactions, freight volatility and diversity are lower than in other
markets. The first three months of the freight data were used for calculating the annualized
volatility of the rate, and the last year was used for the actual value of the extension option.

Table 2. Descriptive statistics of the data.

Stat. LNG 160,000 m3

Spot ($/day)
LNG 160,000 m3 1 yr

T/C ($/day)
US-TB

(%)

Average 73,934.24 74,186.55 0.009742
Standard Deviation 38,816.69 33,166.08 0.007855

Kurtosis 0.270679 −0.4441 −0.23805
Skewness 0.850399 0.485316 1.017874

Observation 595 595 595
Period 7 January 2011~27 May 2022

As there is no three-month freight rate in the LNG market, this paper used the spot
rate of 160,000 m3 freight rate as the proxy for the three-month rate. As mentioned earlier,
due to the freight characteristics of the LNG market, this did not seriously affect the
research results.
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2.2. Methodologies
2.2.1. Black–Scholes Model

The Black–Scholes option pricing model (BSM), first introduced by Black, Scholes, and
Merton, has been used for option valuations in the financial market [22–24]. Owing to
the tractability and simplicity of this model, it is still widely accepted as the benchmark
model [25–28]. Equations (1) and (2) describe the parameters of the BSM:

C = S0N(d1)− Ke−rT N(d2), (1)

d1 =
ln
(

S0
K

)
+
(

r + σ2

2

)
T

σ
√

T
, d2 = d1 − σ

√
T, (2)

where C is the European call option price, S0 is the spot price at time 0, K is the strike
price, N(•) is the cumulative probability distribution function with a standard normal
distribution, r is the risk-free rate, σ is the spot price volatility, and T is the time to maturity
of the option.

According to Yun et al. [8], to apply the BSM model to the valuation of T/C extension
option, the premise that the extension option has the same structure as a European option
should be needed. The premises are as follows: (1) the redelivery flexibility of the chartered
vessel is ignored; (2) there is no time lag between the contract and the delivery of the vessel;
(3) the prices between the option period and the firm period are equal; (4) the exercise of
the option is only limited at maturity of the contract; and (5) when exercising, the payoff of
the option is based on a 3-month T/C rate at maturity in the LNG contract. These premises
enable us to evaluate the T/C extension option in the LNG contract.

There are five parameters of the BSM, which are as follows: LNG spot price, strike
price, time to maturity, risk-free rate, and spot return volatility to value the T/C extension
option in the LNG contract. Since the volatility of the underlying asset is unknown, this
study uses the return of the 3-month T/C rate for one year in order to yield the equally
weighted historical volatility, as shown in Table 3.

Table 3. Parameters of the BSM.

Variables Data

S Underlying asset price LNG 160,000 m3 Spot rate
X Strike price LNG 160,000 m3 1 yr-T/C rate
r Risk-free rate 90-day T-bill

σ
Volatility of return for
underlying asset price

1-year standard deviation of
spot rate

T Time to maturity 1 year

Although the ML approach does not require any assumptions [29–32] especially for
the stationarity of the data, the lack of an economic background makes it very difficult to
draw meaningful results [33]. Therefore, in order to avoid this drawback in the ML models,
the types of input variables are set to be the same as those of the BSM, except for the time
to maturity. Instead of the time to maturity, the spot rate is randomly added to reflect the
market dynamics.

The parameters in the machine learning models should be optimized through the
modelling process, as shown in Figure 2.
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2.2.2. Artificial Neural Network Model

The artificial neural network (ANN) method artificially constructs the human learning
process by modeling the biological neural signal transduction system; such mathematical
models have appeared since the 1950s. ANNs are used in various fields, such as accounting,
credit rating, decision support, derivatives pricing, and bankruptcy [34]. In the forward
process of the hidden node, every input of each node is netj = ∑i xiwji, where xi denotes
inputs and wi,j denotes the connection weights between the input node I and the hidden
node j. The outcome through the sigmoidal activation function g

(
netj

)
= 1

1+e−(netj)
is the

input of output layer neto = ∑j g
(
netj

)
wo

j . The predicted value yo is obtained by using the
activation function g(neto) again. The gradient descent, referred to as backpropagation
learning algorithm in the ANN, is adopted to adjust the connection weights w in order
to optimize the total error E = 1

2 ∑j(ya − yo)2, where ya denotes the actual value. The
following Equations (3) and (4) are the weight adjustments in backpropagation process:

∆wo
j = ηδog(neto) (3)

∆wi,j = ηδjg
(
netj

)
(4)

where η denotes the learning rate constant and δ denotes the product of the error with
the derivative of the transfer function. The number of hidden layers is a factor that
significantly affects the prediction performance. According to a study by Cybenko [35] and
Zhang et al. [36], sufficient prediction performance can be achieved even with one hidden
layer to use one number. Figure 3 shows the schematic of the related ANN structure.
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Machine learning models, such as ANNs, are useful in market forecasting; however,
they are not without drawbacks. In the machine learning models, “overfitting” frequently
occurs in the learning process because of the high dependence of the learning algorithm on
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given data, and sometimes the model has insufficient data size. Therefore, model-fitting
must be carried out with careful interpretation of the set of data that is used. Particularly,
important parameters that need to be determined are related to the number of required
inputs, hidden layers, and hidden nodes. This is closely associated with optimal model
selection. In order to successfully adjust the parameters, n-fold cross-validation techniques
and grid search tools are applied. In addition, the raw data used in this paper was
preprocessed by data scaling, called data normalization, which is crucial for improving the
model’s performance. There are various scaling techniques used. Since there is no specific
consensus or theories to decide on the best normalization technique [37–39], this paper
used the min-max normalization technique {x−min(x)}/{max(x)−min(x)}.

Subsequently, the data was divided into the train set and the test set in the ratio of 8:2,
according to the literature. Then, the optimal parameters could be derived from the 10-fold
cross-validation with the train set. As a result, the weight decay and the number of hidden
neurons were 0.01 and 13, respectively, as shown in Figure 4. For the number of hidden
layers, this paper used one layer because many previous studies proposed that their model
worked well despite adopting a single layer [36,40–42].
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2.2.3. Support Vector Regression Model

The SVM model can be divided into (1) support vector classification (SVC), which is
applied to classification tasks, and (2) support vector regression (SVR), which tries to fit
and deal with the optimal value through prediction. Considering the above-mentioned
factors, this study used SVR. Vapnik [43] developed SVM, a model that finds the optimal
hyperplane for data classification with linear and non-linear characteristics, devised “ε-
insensitive SVR” through subsequent research data, and extended the model to the problem
with prediction [44]. Unlike ANNs, which are commonly estimated via an empirical risk
minimization structure, SVM with a structural risk minimization type is known for its
superior generalization. Therefore, in the case of artificial neural networks, there is an
underfitting or overfitting problem due to the local minima. The SVM is a supervised
learning model, and is known for being free from the constraints of quadratic programming.
The SVM can be expressed by Equation (5):

f (x) = wT∅(xt) + b (5)

where w is a weight vector, and ∅(xt) is a mapping that transforms an input vector into a
high-dimensional random feature space. Using the above equation, an optimization model
that minimizes the objective function that imposes a penalty on the weight vector w can be
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constructed. Equation (6) is derived by applying the Lagrangian multiplier method to the
objective function, expressed as a quadratic function:

f (x) =
n

∑
i=1

(αi − α′i)K(xi, x) + b (6)

where αi is the Lagrangian multiplier, and K(·) is the kernel function. One of the biggest
advantages of the SVM is that it uses a kernel function, which can solve the complexity of
high-dimensional space calculations. Therefore, this study used the radial basis function
network, as shown in Equation (7):

K(xt, x) = exp(
−
∣∣∣∣x− xt

∣∣∣∣2
2σ2 ) (7)

For SVR, the usage of kernel functions makes it a more powerful model than others.
As mentioned before, unlike other models, SVR pursues the structural risk principle. Many
researchers have pointed out that the main advantage of the SVR is its global optimality.
However, the excellent performance of this model is highly dependent on the selection of
the cost and sigma parameters, and the kernel function. The grid search algorithm is tuned
such that the optimal parameters have the minimum error; moreover, the cost (C) and
sigma are 1 and 10, respectively, as shown in Figure 5. There are various kernel functions,
such as linear, polynomial, and sigmoid types. This study chose the radial basis kernel
(called Gaussian) to set the model because it is a proven method, based on previous studies.
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2.2.4. Random Forest Model

Breiman [45] proposed the random forest (RF) algorithm, which incorporates the
concept of decision trees and bagging. This model can be applied from classification to
regression; it is relatively fast to learn, its parameters can be tuned easily, it can be applied
to high-dimensional problems, and it can be easily implemented in parallel [46]. RF is
a tree-based ensemble method, with each decision tree having a collection of random
variables. The detailed algorithm for random forest is shown in Figure 6.
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The RF model is the machine learning model derived from the decision tree, which can
be used for both classification and regression problems. Since this tree-based model is prone
to overfitting, treating the overfitting phenomenon is crucial to improving its performance.
Generally, the stopping rule or the pruning technique is adopted to regularize the RF
model. Breiman [45] devised the bootstrapped trees called out-of-bag (OOB) in the learning
process, which is similar to the bagging of the decision tree. These bootstrapped trees with
randomly selected m predictors among all the p predictors are statistically uncorrelated
to each other. Typically, this m is known as an approximation of

√
p. The m parameter is

presented in Figure 7 through cross-validation, and the OOB is 500 random trees.
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The optimal parameter values of each model were found through the above experi-
ments; they can be summarized as shown in Table 4. This paper evaluated the economic
value of the T/C extension option based on the briefly introduced methods and their
optimal parameters thus far. Finally, the proper valuation model is proposed by comparing
various candidate models with the BSM, ANN, SVR, and RF.
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Table 4. Summary of optimal parameters for each machine learning model.

Model Parameters

ANN
Number of Hidden Nodes Weight Decay

13 0.01

SVR
Cost Sigma

10 1

RF
Number of m Predictors Number of Trees

4 500

3. Empirical Results and Discussion

Given the optimal parameters and the test sample, each proposed model estimated
the economic value of the T/C extension option. The comparisons between the actual
value and predicted value of the option are depicted in Figures 8 and 9. As illustrated in
these figures, the performance of ML models such as ANN, SVR, and RF, were found to
significantly outweigh the result of the BSM.
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This paper evaluated the performance of the proposed models based on three crite-
ria: the mean absolute error (MAE, 1

n ∑n
i=1 |yi − ŷi|), the root mean square error (RMSE,√

1
n ∑n

i=1 (yi − ŷi)
2), and the correlation coefficient (Cor, Cov(y,ŷ)

σyσŷ
), where ŷ is the forecast,

y is the actual observation, Cov() is the covariance, and σ is the standard deviation. The
MAE and RMSE have scale-dependent criteria. The alternative measure is the correlation
coefficient, showing the linearity between the actual value and the forecast. The lower
the numerical value of the MAE and RMSE, the better the performance is. For the cor-
relation coefficient, values closer to 1 indicate better performance. The measures of the
performances are summarized in Table 5. Compared to the benchmark model BSM, all of
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the ML models exhibited fair performance. More precisely, the RF showed the best result of
the most precise value of the T/C extension option that could be taken, which is provided
to charterers at no cost in the LNG market.

Table 5. Summary of option pricing.

Measures BSM ANN SVR RF

MAE 2141.2 364.7 217.9 165.5
RMSE 2848.6 684.9 468.1 401.8

Cor 0.004 0.912 0.947 0.951
Note: MAE is mean absolute error, RMSE is the root mean square error, Cor is the correlation coefficient.

As confirmed in Table 5, compared to the machine learning model, the performance
level of the conventional model is significantly poor. The BSM is well suited for the
valuations of derivatives in financial markets, such as securities, commodities, and others,
and it has been recognized for its performance. The disappointing result of the BSM here is
due to the inability of the model to capture the extreme volatility of the shipping freight rate;
moreover, this model requires normally distributed data, which is not the actual state of the
available data. In other words, these data are more appropriate to machine learning models
that do not require presumptions of the data and the model. The best model concerning
the resultant performances are in the order of RF, SVR, ANN, and BSM.

In terms of model performance, the RF model’s good ability to price the economic
value of the option is quite meaningful, because the RF model is more intuitive than the
ANN and SVR. This feature is based on the parallel establishment of simple decision trees,
and the model can identify the number of important variables and their significances
rapidly [42,45–47]. That is, the RF model is easily acceptable, interpretable, and practicable
in shipping fields.

From a practical perspective, this paper presents the possibility of pricing the economic
value of the T/C extension option in the LNG freight market. Since this option is generally
granted to charterers with high credibility at no cost to make the contract more appealing,
this value can be used for the latent credibility of the contract counterpart. Therefore,
this value of the option can be the proxy of the charterers’ credit. In addition, if the ship
owner has numerous T/C extension options, shipping investors consider that the size of
the option may impose financial burdens on the shipping companies, or may undermine
the companies’ values. In other words, if the charterers hold sizable options, they can
increase the value of their financial assets.

In summary, the valuation of the extension option to extend the period of the LNG
freight contract is valuable for the decision making of LNG shipping market players, in
terms of their corporate value. Eventually, the valuation of the T/C extension option should
be necessary for the efficiency of the LNG freight market.

4. Conclusions

This study estimated the value of the T/C extension option in the LNG freight contract,
which is provided by ship owners to charterers at no cost in common shipping practices.
This extension clause in the contract grants the charterer the opportunity to take advantage
of the option to extend the period of the original T/C contract at the same rate as the
original rate when expired. Unlike general derivatives, which are tradeable and come with
a risk premium, the T/C extension option is not tradeable and is conventionally provided
free of charge. Although options have considerable economic value, the two parties to the
contracts have been using them without evaluation. Since these options can be recognized
as companies’ assets or liabilities, they should be evaluated. This paper is expected to
provide the LNG shipping industry with prominent valuation methods in order to assess
the fair value of the T/C extension option.

Although the benchmark model, the BSM, is eminent in financial markets, its logic
is not appropriate for the valuation of derivatives in the shipping freight market. The
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candidates proposed in this paper were machine learning models such as the ANN, SVR,
and the RF model. In the empirical experiment, their performances were significantly supe-
rior to the benchmark model. The reason why the machine learning models significantly
outweighed the BSM is that they do not require presumption of the data condition and the
modeling process. Specifically, the results of the RF model best approximated the actual
value of the T/C extension option. These results are highly promising in real shipping
practices, because the RF model is more competitive than other models in terms of time
consumption, complexity, accuracy, and interpretation. For these reasons, the RF model
can be easily accepted practically without resistance.

Thus far, this study showed that machine learning models can be the valuation models
of the period extension option embedded in the LNG time charter party. Since they perform
better in the option valuation in shipping chartering practices, they are expected to become
good alternatives. This paper presented the possibilities of applying machine learning
models in the valuation of shipping derivatives. Furthermore, the implication of these
possibilities is significant in the LNG shipping market, because it will trigger additional
studies in the LNG trading business.

While this paper may convey a new intuition and models in academia and in fields
related to LNG freight, there are still some limitations. Firstly, this paper used only the
LNG 160,000 m3 freight rate to evaluate machine learning-based valuation models, because
of data availability. There are also 145,000 m3 and 174,000 m3 rates, but their freight
markets have not been tracked sufficiently long since data series were published. In order
to generalize the results of the proposed models, further assessments are needed when their
markets are sufficiently mature. Secondly, this paper did not adjust modeling details, such
as the number of hidden layers, types of activation functions, and normalization methods,
because this paper focused on the applicability of machine learning models in the valuation
of the T/C extension option, which has not been previously studied. In order to obtain
better performance of the models, machine learning modeling should further include the
adjustment process in terms of the above factors, under more sophisticated techniques. In
the near future, further research will be carried out to address these limitations.
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