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Abstract: Silicon is one of the most used semiconductor materials around the world. This research
was conducted on silicon to improve its opto-electrical properties including bandgap and optical con-
ductivity using direct ultrafast pulsed nanostructure formation (DUPNF). The power and frequency
of high-intensity picosecond laser pulses were varied, and nanostructures were formed. The optical
properties were examined using optical spectroscopy in both VIS and NIR. The structural characteris-
tics were examined using EDX and SEM imaging. It was found that varying the power and frequency
of the laser processing caused a change in the bandgap, as well as the structural characteristics of the
silicon semiconductor. Increasing the frequency and power showed the formation of nanostructures
of silicon and their variation in the properties of the formed nanostructures. The critical breakdown
field of the silicon nanostructures was higher than the bulk silicon.

Keywords: 3D nanonetwork; Si structures; direct ultrafast pulsed nanostructure

1. Introduction

With the development of technology and nanoscience, nanomaterials have become a
major attraction. The properties of the materials become better in the nanoscale. Further-
more, as the scale is reduced, the size is reduced, thus allowing the material to be used
in devices with compact size. This is another need, where we expect devices of reduced
size but without any loss in their function. Silicon is one of the most abundantly available
semiconductors which has shown several promising aspects for application in various
fields such as electronics, biomedical, sensors, and energy generation [1–8]. Silicon has
an indirect bandgap of 1.12 eV [9,10] which is pretty low, and this constrains the use of
silicon in various high-power applications [11,12]. Another constraint to the high-power
application of silicon is its lower critical breakdown field, which is 0.2 MV/cm [13–15].

The transition to nanomaterials has allowed us to vary the properties of materials.
The properties of nanomaterials are different than the bulk materials. Extensive research
has been performed, and many authors have published the nanostructure synthesis of
silicon using various techniques such as chemical vapor deposition [16,17], sol-gel tech-
nique [18], spray pyrolysis [19], and laser deposition [20,21]. The variation in, for instance,
the precursors’ annealing temperatures offers nanostructures with controlled opto-electrical
properties. The research has also been moving toward newer novel methods for synthesis,
as some of the methods require a very expensive setup and preparation environment.
Therefore, a novel method for green and cheaper synthesis of nanostructures of silicon in
ambient conditions was previously reported by our group. Our proposed direct ultrafast
pulsed nanostructure formation (DUPNF) offers a convenient and single-step procedure
for producing nanostructures of silicon with predetermined optical properties [22].

In this research, we report the changes in the properties of the synthesized nanostruc-
tures of silicon using DUPNF. We report these changes as a function of laser parameters
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such as power and frequency. The formation of nanostructures is greatly dependent on
the amount of both laser power and energy applied for the process of ablation. Our novel
method of synthesizing nanoparticles involves the use of the principle of laser ablation in
ambient conditions. The laser interacts with the material, and the energy is absorbed by
the substrate; a plasma layer is formed over time. Having ultrashort laser pulses allows us
to limit laser and material interaction and helps in controlling the damage to the material.
Furthermore, the ultrashort pulses help in the disintegration of the surface into fine particles
deposited over the material. Therefore, we varied the power and frequency and verified
the effects on the pulse energy and pulse duration of the laser.

2. Materials and Methods
2.1. Experimental Setup

The Silicon n-type (Si-100) wafers of 20 micrometer thickness were used for the ex-
periment. The nanostructures were synthesized by irradiation of silicon using a pulsed
fiber laser (IPG Model: YLPP-1-150V-30) at a scan speed of 100 mm/s and pulse duration
of 150 ps.

Four samples were created by varying the power and frequency (600, 800, 1000, and
1200 kHz) of the laser. The sets were named ‘S’ and ‘A’ samples. The S samples (constant
pulse energy) had varying frequency and varying power (10, 13.3, 16.7, and 20 W) with
a constant amount of energy (110 µJ), while the A samples (constant power) had varying
frequency, and the power was constant at 15 W. The details are provided in Tables 1 and 2.
The silicon wafer was mounted, and MarkingMate 2.7 software was used for the setting the
pattern and various parameters for the samples to be ablated. The nanostructure formation
was established at ambient temperature and pressure. The schematic layout of the setup is
shown in Figure 1.

Table 1. Laser parameters along with the band gap values of A set samples.

Sample Frequency (kHz) Pulse Interval (S) Power (W) Pulse Energy (J) Bandgap (eV)

A1 600 1.67 × 10−6 15 1.67 × 10−4 1.45
A2 800 1.25 × 10−6 15 1.25 × 10−4 1.44
A3 1000 1.00 × 10−6 15 1.00 × 10−4 1.36
A4 1200 1.67 × 10−6 15 8.33 × 10−4 1.3

Table 2. Laser parameters along with the band gap values of S set samples.

Sample Frequency (kHz) Pulse Interval (S) Power (W) Pulse Energy (J) Bandgap (eV)

S1 600 1.67 × 10−6 10 1.11 × 10−4 1.36
S2 800 1.25 × 10−6 13.3 1.11 × 10−4 1.38
S3 1000 1.00 × 10−6 16.7 1.11 × 10−4 1.39
S4 1200 8.33 × 10−7 20 1.11 × 10−4 1.41

2.2. Analysis

The optical tests were carried out on the samples using light spectroscopy (Ocean
Optics STS-NIR), and the reflectance spectra were collected and analyzed. SpectraSuite soft-
ware was employed for recording and analyzing the reflectance curve and data. The setup
included a light source, spectrometer, sample holder, and optical cables. The SpectraSuite
software was initialized, and, using the reflectance option, the reference was added with
the light source on (for light spectrum) and off (for dark spectrum). Then, using the probe,
diffuse reflectance data were obtained for all the synthesized samples. Then, to determine
the bandgap of the samples, the Kubelka–Munk function was used [23].

(F(R)·hν)
1
γ = B

(
hν − Eg

)
. (1)
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Figure 1. Schematic layout of DUPNF, adapted with permission from Ref. [22]. 2019, Elsevier. 
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Figure 1. Schematic layout of DUPNF, adapted with permission from Ref. [22]. 2019, Elsevier.

This approach is similar to that of the Tauc plot [24].

(α·hν)
1
γ = B

(
hν − Eg

)
. (2)

The difference here is that the diffused reflectance is used to determine the bandgap
instead of absorbance. A graph is plotted of (F(R)hv)n vs. hν, where hν is the energy and
F(R) is the Kubelka–Munk function; the value of n is based on the direct or indirect bandgap.

k
s
=

(1 − R))2

2R
, (3)

where k is the molar absorption coefficient, and s is the scattering coefficient.
Accordingly, a graph is plotted, and the bandgap value is determined. Tables 1 and 2

illustrate the values of the bandgaps and the parameters used for the synthesis of the
nanostructures of the samples.

The morphology and structural characterizations were performed using SEM and
EDX (Thermofisher Quanta 3D LSB) imaging.

2.3. Statistical Analysis

The data collected by spectroscopy were analyzed and processed using Origin pro
2021a. Signal processing was conducted using the weighted average method with a weight
of 5 to reduce to the signal noise at a higher corner wavelength. ImageJ analysis was
applied to process the SEM image scales.

3. Results and Discussion
3.1. SEM

The samples were first inspected via SEM; the images are shown in Figure 2, where
it can be clearly observed that the sample S4 had more 3D nanonetwork structures. S1
to S3 samples showed an increase in the brightness (corresponding to the amount of
3D nanonetwork structures) in the area where the DUPNF technique was performed.
Furthermore, there was a similar trend in the A samples. A1 to A4 showed that the color of
the samples became brighter and lighter. This, was however, lower than that of the S set of
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samples. The ablated area of S2 and S3 samples was similar to that of the A4 sample when
viewed with the unaided human eye.
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Figure 2. SEM images of A samples. (a–d) A1–A4 at 100 µm; (e–h) A1–A4 at 2 µm.

The SEM images in Figure 2 show the morphology of the nanoparticles of silicon. Here,
it can be clearly observed that the formation of nanoparticles was higher in A1; at higher
magnification, we can see the small fibers that were formed. Moving forward toward A4,
the size of the particles increased. We can see an increase in the number of small particles.
This change was observed in the SEM images in the ascending order for the samples. In
A1, the particles were fibrous and less integrated. When observing A2 and A3, we can see
the particles becoming clusters, and, at higher magnification, we can observe denser fibers.
These samples showed a better formation of nanoparticles. A4 had particles with small
thinner lines and structures like small cells. In images at higher resolution, it can be seen
that, for A4, fibers were produced. The growth was highest in A1 while there were some
fibers in A2 similar to A1. The fibers were like small threads coming out of the particles.

The S samples (Figure 3) showed a similar growth to the A samples. Here, the
nanoparticle formation increased from S1 to S4. The particles in the S1 were more compact
and lesser in quantity. With regard to S2, a difference from S1 can be noted due to the
increase in power and frequency for the samples. The formed nanostructures were more
like A samples here. For S3, the nanostructures were similar to those of A3 and A4, almost
certainly due to the similar parameters for the samples. The difference here was only in
the pulse interval for all the samples. Looking at S4, which was synthesized with the
highest power and frequency, we can see that the nanostructures exhibited more of a thread
formation. These threads were longer and clearly visible even at a lower resolution of
100 µm. At higher resolution, we can see that the threads had smaller threads coming out,
forming a fern-like structure. The S set of samples showed a varied concentration and
structure of the nanostructures overall. This can be attributed to the change in power. The
power was kept constant for the A set of samples; thus, the fiber growth did not vary much.
The EDX images (Figure 4) show the variation between Si and O content in the samples. In
the A set of samples, it can be noted that the Si and O ratio was quite similar. However, in
the case of the S set samples, there was a higher variation in the Si and O content. The Si
content was similar for all samples, but a greater difference could be seen in the O content
with respect to Si.
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Figure 3. SEM images of S samples: (a–d) S1–S4 at 100 µm; (e–h) S1–S4 at 2 µm.
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3.2. Optical Properties
3.2.1. Bandgap

There was an increase in the bandgap of all the samples. The S and A sets of sam-
ples exhibited nanoparticle formation; accordingly, the bandgaps of the samples were
significantly enhanced. There were noticeable variations in the bandgaps of all samples.
Certain trends were observed for both sets of samples. As can be seen in Figure 5, three
different states were observed in the bandgap curve. Similar states were also observed
by Shreeniket et al., which were identified as the free carrier, exciton, and fundamental
absorbance state [25].
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with permission from Ref. [25]. 2021r, OEJ.

Figure 6 shows the bandgaps of the A samples, where we suspected the effect of
quantum confinement on the basis of the SEM images and the results obtained for the
bandgap. According to the quantum confinement effect, the bandgap increases as the
particle size decreases. The size of the particles under the quantum confinement effect
also defines the bandgap size, whereby a smaller size results in a larger bandgap [26,27].
However, quantum confinement cannot be effectively defined solely on the basis of the
optical bandgap [28]. For the A samples, although the bandgap was enhanced, there was
a decrease in the bandgap when going in ascending order. The decrease in bandgap was
related to the decrease in the pulse energy of the samples from A1 to A4, as can be noted in
Figure 7. As the pulse energy was reduced, the nanoparticle formation was also decreased.
The decline in the energy of each pulse led to lower ablation; accordingly, the bandgap
enhancement was lower for the A4 sample. This change was coherent with the SEM images
for the samples.
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Figure 6. Bandgap of A samples: (a) A1; (b) A2; (c) A3; (d) A4.
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For the S set of samples, the bandgap was also enhanced. Figure 8 shows the plot-
ted bandgaps of the S samples, where a blueshift can be observed as a function of the
synthesized nanostructure.
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Figure 8. Bandgap of S samples: (a) S1; (b) S2; (c) S3; (d) S4.

The pulse energy of the laser was constant for the S samples, despite the pulse interval
varying. As can be seen in Figure 9, the pulse energy of the samples decreased from S1 to
S4. This decrease in the interval of each pulse had an effect on the ablation of the sample.
The same amount of pulse energy at lower intervals resulted in higher ablation; accord-
ingly, the formation of nanoparticles was highest in the S4 sample with a correspondingly
higher bandgap.

Overall, the samples here showed a blue shift, which led to an increase in their
bandgap, as more nanofibers were visible in the A1 and S4 samples with a higher bandgap.
It can also be noted that, as the number of formed nanoparticles increased, the number
of overlaps among discrete energy levels in the band structure of the material decreased,
thereby increasing the bandgap of the material. The bulk material in general has a lower
bandgap, as there is an overlap of the energy bands. Therefore, more energy levels are
added with the increase in material size, forming additional conduction and valence bands
in the material, with the distance between these gaps increasing with the size of the material.
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The excitation of electrons from the ground state to excited state, or from the valence to
conduction band by the photons would require lower energy if the bandgap of the material
is smaller and vice versa.
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3.2.2. Optical Conductivity

The optical conductivity of the samples was also evaluated from the reflectance data
collected by light spectroscopy. The absorption coefficient α was calculated from the
Kubelka–Munk function F(R) [23] using the following equation [29]:

σ = αnc/4π, (4)

where α is the absorption coefficient, ‘n’ is the refractive index, and ‘c’ is the speed of light
in vacuum. The optical conductivity of the samples was measured.

The refractive index of the samples plays an important role in determining the optical
conductivity of the samples, along with the bandgap of the material. The relationship
between bandgap and refractive index plays a major role in determining all other optical
and electrical properties of the materials. From Figures 10 and 11, a trend in the variation of
the refractive index of the samples can be determined. The refractive index showed a peak
in the IR range, which is the typical range for silicon. We can observe that there was an
increase in the refractive index with the increase in wavelength; then, at lower energy, we
can observe a decrease in the refractive index. The decrease in the refractive index at higher
wavelengths was due to the lower absorption of light by the samples in a higher bandgap.
The increase in refractive index of a material depends on the absorption of light by the
material. This characteristic was common for all the samples. However, the refractive
index curves showed the inverse trend to that of the bandgap, whereby the refractive index
decreased with the increase in bandgap.

The optical conductivity is dependent on the relationship between the bandgap of
the material and the refractive index. As discussed above, as the bandgap of the samples
increased, the optical conductivity decreased, as also shown in Figure 12. The conductivity
increased for the A set of samples from A1 to A4, whereas, for the S set of samples, the
optical conductivity decreased from S1 to S4. The optical conductivity of the material is
greatly dependent on the bandgap of the material. Here, as the bandgap of samples A1
to A4 decreased, there was an increase in the optical conductivity. The decrease in the
bandgap allows for more electrons to reach the conduction band with less photon energy.
The excitation required is, hence, lesser. In the S set of samples, as the bandgap increased,
there was a decrease in the optical conductivity. Moreover, the optical conductivity is
dependent on the optical absorption of the nanostructures; with a larger nanostructure size,
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the absorption is higher [30]. Here, the size decreased, in turn lowering the absorption, as
well as the optical conductivity.
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Figure 11. Refractive index for S samples.
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Figure 12. Optical conductivity of A and S samples: (a) A set of samples; (b) S set of samples.

3.2.3. Dielectric Constant

The dielectric constants of the samples were determined using the refractive index and
the extinction coefficient function from the reflectance data recorded using light spectroscopy.

The two parts of the dielectric constant can be expressed as follows [31]:

εr = n2 − k2, (5)

εi = 2nk, (6)

where n is the refractive index, and k is the extinction coefficient.
The dielectric constant of the material greatly affects the optical conductivity of the

material. It is also dependent on the refractive index and the scattering coefficient of the
material. In this study, the dielectric constant of the samples was enhanced as the optical
conductivity of the samples decreased (Figures 13 and 14).

Energies 2022, 15, 6005 11 of 15 
 

 

3.2.3. Dielectric Constant 

The dielectric constants of the samples were determined using the refractive index 

and the extinction coefficient function from the reflectance data recorded using light spec-
troscopy.  

The two parts of the dielectric constant can be expressed as follows [31]: 

𝜀𝑟 = 𝑛2 − 𝑘2, (5) 

𝜀𝑖 = 2𝑛𝑘, (6) 

where n is the refractive index, and k is the extinction coefficient. 

The dielectric constant of the material greatly affects the optical conductivity of the 
material. It is also dependent on the refractive index and the scattering coefficient of the 

material. In this study, the dielectric constant of the samples was enhanced as the optical 
conductivity of the samples decreased (Figures 13 and 14).  

 

Figure 13. Dielectric constant of A samples: (a) A1; (b) A2; (c) A3; (d) A4. 

1.0 1.2 1.4 1.6 1.8 2.0

0

5

10

15

20

25

30

35

 Real part (A1)

 Imaginary Part (A1)

Energy (eV)

R
e
a
l 
p

a
rt

 ε
r

(a)

0.000

0.005

0.010

0.015

0.020

0.025

0.030

 I
m

a
g

in
a
ry

 P
a
rt

 ε
i

1.0 1.2 1.4 1.6 1.8 2.0

0

5

10

15

20

25

30

35

 Real part (A2)

 Imaginary Part (A2)

Energy (eV)

R
e
a
l 
p

a
rt

 ε
r

(b)

0.00

0.02

0.04

0.06

0.08

0.10

 I
m

a
g

in
a
ry

 P
a
rt

 ε
i

1.0 1.2 1.4 1.6 1.8 2.0

0

5

10

15

20

25

30

35

 Real part (A3)

 Imaginary Part (A3)

Energy (eV)

R
e
a
l 
p

a
rt

 ε
r

(c)

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

 I
m

a
g

in
a
ry

 P
a
rt

 ε
i

1.0 1.2 1.4 1.6 1.8 2.0

0

5

10

15

20

25

30

35  Real part (A4)

 Imaginary Part (A4)

Energy (eV)

R
e
a
l 
p

a
rt

 ε
r

(d)

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

 I
m

a
g

in
a
ry

 P
a
rt

 ε
i

Figure 13. Dielectric constant of A samples: (a) A1; (b) A2; (c) A3; (d) A4.
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Figure 14. Dielectric constant of S samples: (a) S1; (b) S2; (c) S3; (d) S4.

The overall increase in the dielectric constant of the material was due to the presence
of oxygen, as shown in the characterization of samples using EDX. The increase in oxygen
content in the S samples increased the dielectric constant of the material. The inverse was
observed for the A samples, where the silicon and oxygen content ratio did not vary greatly
from A1 to A4 [32]. Additionally, the variation in the energy gap between the conduction
band and valence band is responsible for the dielectric function of the material [33].

3.3. Electrical Properties
Critical Breakdown Field

On the basis of the bandgap of the samples, the critical electric field was calculated.
The critical breakdown field is proportional to the bandgap with a power of 2 for indirect
bandgap materials. The critical breakdown field of silicon is generally lower than that of
other semiconducting materials. Silicon has a breakdown electric field of 0.2 × 106 MV/cm
for 1000 V operation [34], which is closer to the value for GaAs (0.3 × 106 MV/cm) [35].
The critical breakdown field was calculated using the following equation [36]:

Ec = 1.7 × 105(Eg)
5n, (7)

where n = 0.4 for the indirect bandgap, and Eg is the bandgap.
The synthesized samples here showed an enhancement in the bandgap and, thus,

an enhancement in the critical breakdown field. As revealed in Figure 15, the critical
field for the A and S samples reflected the same trend the bandgap of the samples. The
highest breakdown field was recorded for the A1 and S4 samples. The value for the
critical breakdown field was higher than that of GaAs for the samples. With the formation
of nanostructures, a slightly higher breakdown field value was achieved. Having more
nanostructures would eventually increase the bandgap, in turn further increasing the
critical breakdown field value.
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Figure 15. Critical breakdown field of A and S samples, with respect to the two bandgaps.

4. Conclusions

Silicon nanostructures were successfully synthesized using our proposed DUPNF.
The variation in laser parameters such as power and frequency led to the formation of
different structures. The properties of the nanostructures were defined using spectroscopic
techniques. The bandgap of the material was enhanced, and the change in bandgap was
recorded with the variation in pulse energy and pulse duration. The relationship between
the bandgap and refractive index plays an important role in defining the other optical
properties of the material. It was observed that the refractive index decreased with the
increase in band gap. Furthermore, the other optical properties were calculated, and it
was found that there was a decrease in the optical conductivity of the samples, while the
dielectric constant of the samples increased. The critical breakdown field was calculated,
and a critical field similar to that of GaAs was obtained for the nanostructure samples. The
results found in this study can lead to promising solutions for improving the opto-electrical
properties of semiconductors via the single-step, green, and fast process of DUPNF.
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