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Abstract: The conventional denoising method in Rayleigh imaging in a general sense requires an
additional hardware investment and the use of the underlying physics. This work demonstrates
an alternative image denoising reconstruction model based on unsupervised learning that aims to
remove Mie scattering and shot noise interference from two-dimensional (2D) Rayleigh images. The
model has two generators and two discriminators whose parameters can be trained with either
feature-paired or feature-unpaired data independently. The proposed network was extensively
evaluated with a qualitative examination and quantitative metrics, such as PSNR, ER, and SSIM. The
results demonstrate that the feature-paired training network exhibits a better performance compared
with several other networks reported in the literature. Moreover, when the flame features are not
paired, the feature-unpaired training network still yields a good agreement with ground truth data.
Specific indicators of the quantitative evaluation show a promising denoising ability with a peak
signal-to-noise ratio of ~37 dB, an overall reconstruction error of ~1%, and a structure similarity
index of ~0.985. Additionally, the pre-trained unsupervised model based on unpaired training can be
generalized to denoise Rayleigh images with extra noise or a different Reynolds number without
updating the model parameters.

Keywords: unsupervised learning; noise reduction; Rayleigh imaging

1. Introduction

Rayleigh scattering has been demonstrated to be a useful tool for diagnosing gas-
phase flow properties not only in non-reacting flows but also in reacting flows. While
it is not a species-selective technique, several key parameters can be deduced from the
Rayleigh signal with certain assumptions. The flow properties that can be measured include
flow temperature [1,2], mixture fraction [3], fuel concentration [4], velocity [5], and scalar
dissipation [6,7]. Planar Rayleigh imaging is very appealing because it can visualize two-
dimensional (2D) flow/flame details with a small hardware investment and a relatively
strong signal level [1]. As an elastic process, the wavelength of Rayleigh scattering is
very close to that of the probe laser, making it vulnerable to all kinds of laser-induced
illuminations. In particular, when the diameters of dust, liquid droplet, or other particles in
the flowfield are comparable with the wavelength of the probe laser, strong Mie scattering
noise might severely disturb the Rayleigh images and deteriorate the accuracy of the
Rayleigh measurements.

Considerable efforts have been made to reduce the noise in the Rayleigh measure-
ments over the past few decades. The most straightforward method takes advantage of
the signal level difference since Mie scattering is typically orders of magnitude stronger
than Rayleigh scattering. It has been demonstrated that Mie scattering noise can be iden-
tified and eliminated using the amplitude threshold and fast rise filtering in pointwise
measurements [8]. As another approach, varying polarization characteristics of different
light sources have also been utilized to differentiate the Rayleigh signal from intensive
laser glare or background radiation in experiments on a turbulent combustor with poor
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optical access [9]. Futhermore, with the aid of an ultrathin molecular notch filter, the filtered
Rayleigh scattering (FRS) technique utilizes varying spectral widths to differentiate the
Rayleigh signals from the Mie scattering noise [1,2,10]. Structured laser illumination planar
imaging (SLIPI) uses an intensity-modulated laser sheet to measure the 2D temperature
field while substantially mitigating the interference of spurious light [11,12]. All these
methods have been extensively studied and applied in the past, and their capabilities and
limitations are relatively well understood. A common limitation to all these approaches is
that they involve an additional hardware investment and an in-depth understanding of the
underlying physics of Rayleigh scattering. On the other hand, a contaminated Rayleigh
image can be treated as a clear Rayleigh image superimposed with noise, including Mie
scattering noise, stray light, and shot noise. Therefore, noise reduction in Rayleigh imaging
is a problem of image processing. This work focuses on image processing techniques, in
other words, on removing high-value Mie scattering noise while maintaining the Rayleigh
signal in its original form as much as possible.

Traditional image denoising methods use predefined filters, such as median filters
or Gaussian filters, to smooth out the high-value pixels and random white noise [13,14].
Some algorithms transform the image into the frequency domain and directly drop out
high-frequency components [14,15]. The denoised image is realized by transforming the
image back into the pixel spatial domain. When applying such a denoising process, high-
frequency information or detailed textures in the images will be depleted, leading to an
inaccurate or unnatural reconstruction result. With the advancement of high-performance
GPU devices and deep learning techniques, recent research has demonstrated the feasibility
of denoising images with deep neural networks. Deep-learning-based image processing
has been widely demonstrated in many fields, such as super resolution [16], noise reduc-
tion [17], and style transformation [18]. The authors have proposed a three-dimensional
(3D) super-resolution generative adversarial network (3D-SRGAN) and improved the 3D
resolution when applying it to a turbulent jet flame [19]. Cai et al. demonstrated a gen-
erative adversarial network (DNGAN) for noise reduction in 2D Rayleigh images based
on supervised learning [20] in which the noisy input image and the clear ground-truth
Rayleigh image are paired in terms of flame textures. The requirement of feature-paired
data limits the potential of such a technique in real experiments, where it is difficult to
record the clear and noisy Rayleigh images simultaneously. To overcome the limitation
of feature-paired data, an unsupervised learning strategy may be employed. Kim et al.
proposed an unsupervised 2D super-resolution model for reconstructing very fine turbulent
flow structures through a cycle-consistent generative adversarial network (CycleGAN),
which overcomes the limitation of the paired dataset and demonstrates the feasibility of
unsupervised learning of turbulent features [18,21].

With the above-described background, the goal of this work is to demonstrate the
potential of using unsupervised learning to eliminate the Mie scattering and shot noise in
Rayleigh images. The novelty of this work is the integration of the CycleGAN architecture
into the synthesized Rayleigh image to develop a noise reduction algorithm without
supervision. This algorithm does not require the noisy and noise-free images to be feature-
paired as in our previous publication [20]. Therefore, this paper is a further extension of
our previous work. Section 2 introduces the data generation and model architecture in
detail. Section 3 presents the results and a discussion. Section 4 concludes this paper.

2. Numerical Analysis and Methodology

In this section, the architecture of the denoising network, including the data genera-
tion process, network training and testing, and convergence characteristics, is explained
in detail.

2.1. Data Generation

In this work, the training data were synthesized from numerically simulated Rayleigh
images and experimentally acquired Mie scattering images. Large eddy simulation (LES)
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was used to generate turbulent flame data (Sandia flame B and C) [22]. The process
of validating the jet flame simulation has been described in our previous work [20,22],
so only a brief description is provided here. This flame has been extensively studied
using both computational simulation and experiments and exhibits strong turbulence–
chemistry interaction [23,24]. A partially premixed CH4/air flow issued from a central
nozzle (7.2 mm in diameter) that was surrounded by a pilot flame and an air co-flow.
The governing equations were reactive Navier–Stokes equations that take into account
a 16-component CH4/air skeletal mechanism [25], and they were solved using the finite
volume method. The Samgorinsky–Lily sub-grid model was used in the simulation to close
the governing equations. The eddy dissipation concept (EDC) was used to deal with the
turbulence–chemistry interaction, assuming that the molecular mixing and subsequent
combustion occurred at fine scales. The boundary conditions for the main jet, pilot flame,
and co-flow were set according to previous experiments [23]. The increment time step was
set to 1 × 10−5 s, which is small enough to capture the dynamic characteristics of the flame.
The main jet Reynolds number was 8200 for flame B and 1.3 × 104 for flame C.

After completing the above-described simulation, the central slices of the 3D flame
were extracted. Through a ray-tracing imaging computation as demonstrated in our
previous work [20,26], we obtained clear 2D Rayleigh images. Figure 1a–c illustrate sample
views of the 3D temperature isosurface, the 2D temperature slice, and the corresponding
2D Rayleigh images of the turbulent jet flame, respectively. The slice view of the flowfield
in Figure 1b includes both the high-temperature central reacting region and the low-
temperature surrounding region. The Rayleigh image presented in Figure 1c does not
contain any noise, and the noise generation process is described in the following section.
It is noted that the typical magnitude of the Rayleigh signal is around 600 for the cold air
region, while the magnitude of the signal in the high-temperature region of the flame is
much smaller due to the lower local number density. Clear Rayleigh images as shown in
Figure 1c were adopted as ground truth targets in neural network training and testing.
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Figure 1. The generation process of clear Rayleigh images. (a) The 3D turbulent flame structure, (b) a
2D central slice of the temperature field, and (c) the corresponding clear Rayleigh images.

Concerning the noisy Rayleigh image, the Mie scattering and shot noise were taken
into consideration as demonstrated in Figure 2. Figure 2a was taken to be the same as
Figure 1c for comparison purposes. For the Mie scattering interference, we manipulated an
experimentally acquired noisy Mie scattering image to generate training data. A frequency-
doubled solid-state Nd:Yag laser operating at a 10 Hz repetition rate was used to illuminate
a plane of the flow region. The pulse duration was around 9 ns, and the output beam was
reshaped into a thin sheet with a vertical height of 50 mm. The pulse energy used in the
experiment was 1.2 J in order to ensure that almost every small particle in the flow was
illuminated. Due to the presence of dust particles in the air, the Mie scattering signal could
be observed in the recorded images. The pixel resolution of the original Mie scattering
image was 1024 × 1024, and it was down-sampled to 512 × 512. Several sub-regions with
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a size of 256 × 256 were then randomly cropped to generate corresponding noise images
that were the same size as the clear Rayleigh images. A sample Mie scattering image,
IMie, is presented in Figure 2b. Once both the clear Rayleigh image and the Mie scattering
noise image had been prepared, the two were superimposed to yield a preliminary noisy
Rayleigh image, IWM, as shown in Figure 2c. It is worth noting that the particles were not
fully randomly distributed in the jet flame but concentrated in the low-temperature region
due to entrainment of air from the atmosphere and destruction during the combustion
process. Therefore, a prerequisite regarding the local Rayleigh intensity was set in order to
ensure that local Mie scattering interference would be added only when the local Rayleigh
intensity threshold was reached.
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Figure 2. Signal superposition process for generating noisy Rayleigh images. (a) Clear Rayleigh image,
(b) Mie scattering image, (c) Rayleigh image superimposed with Mie scattering, and (d) Rayleigh
image with Mie scattering and shot noise. Note that Mie scattering interference is not present in the
central part of the flame because of the destruction of particles in combustion regions.

In addition to Mie scattering noise, shot noise was also considered in this work. It
makes this work different from our previous publication [20] and closer to a practical
situation since shot noise is a source of unavoidable error during the imaging process. Shot
noise is related to the light intensity and obeys a Poisson distribution. The probability
function of the Poisson distribution is as follows:

P(X = k) =
λk

k!
e−λ (1)

where λ represents the expectation and variance. Figure 2d shows the ultimate noisy
Rayleigh image, IWMS, with both Mie scattering and shot noise. In addition, IWMS is slightly
blurred compared with Figure 2c due to the addition of Poisson noise, although it is not
quite evident in Figure 2d. To obtain a more direct sense of the signal patterns, Figure 3
demonstrates the intensity variations along three lines (Z = 40, 100, and 160) as marked in
Figure 2d. It is obvious that the relative intensity of the Mie scattering signal is ~6 times
higher than that of the Rayleigh signal of the surrounding cold air, and some very strong
Mie scattering noise would be saturated. This is in accordance with a realistic situation due
to the limited dynamic range of the imaging camera. Moreover, Figure 3 presents obvious
signal intensity oscillations in the cold air region, while in the central region the signal
variation is not as obvious. According to the shot noise theory, the lower signal intensity
might result in more obvious shot noise. The absolute signal magnitude is smaller in the
central region, and the oscillation is also much smaller and visually mitigated. Hence, as
shown in Figure 3, the oscillation of the Rayleigh signal due to shot noise in the cold region
is more significant than in the central region of the flame. Once the clear Rayleigh image
shown in Figure 2a and the noisy counterpart shown in Figure 2d have been prepared,
they can be used to train the parameters of the neural network in either a supervised or
an unsupervised manner. We then conducted a series of simulations and repeated the
aforementioned operations, obtaining a training dataset containing 400 time intervals of
flame C and a test dataset containing 20 time intervals of flames B and C.



Energies 2022, 15, 5747 5 of 15

Energies 2022, 15, x FOR PEER REVIEW 5 of 15 
 

 

region the signal variation is not as obvious. According to the shot noise theory, the low-
er signal intensity might result in more obvious shot noise. The absolute signal magni-
tude is smaller in the central region, and the oscillation is also much smaller and visually 
mitigated. Hence, as shown in Figure 3, the oscillation of the Rayleigh signal due to shot 
noise in the cold region is more significant than in the central region of the flame. Once 
the clear Rayleigh image shown in Figure 2a and the noisy counterpart shown in Figure 
2d have been prepared, they can be used to train the parameters of the neural network 
in either a supervised or an unsupervised manner. We then conducted a series of simu-
lations and repeated the aforementioned operations, obtaining a training dataset con-
taining 400 time intervals of flame C and a test dataset containing 20 time intervals of 
flames B and C. 

 
Figure 3. Intensity variations along three lines of clear and noisy Rayleigh images (Z = 40, 100, and 
160 in (a–c) panels, respectively). 

2.2. Denoising Model Architecture 
In this work, we propose an unsupervised learning algorithm based on the Cy-

cleGAN architecture [18]. The CycleGAN architecture consists of two generators (G and 
F) and two discriminators (DX and DY), as shown in Figure 4. The generators G and F in-
ter-transform the noisy and noise-free images, while the discriminators DX and DY dis-
tinguish the model-generated noisy and noise-free images from the real counterparts. 
Compared with the DNGAN network reported previously by the authors [20], the net-
work in this work can be trained with either paired or unpaired data, which means that 
the input topography of the clear and noisy Rayleigh images can be different. This strat-
egy removes the necessity of obtaining clear and noisy Rayleigh images simultaneously 
and enhances the potential application of a learning-based method in a practical Ray-
leigh scattering experiment. 

 
Figure 4. CycleGAN model consisting of (a) forward propagation and (b) backward propagation. 

Figure 3. Intensity variations along three lines of clear and noisy Rayleigh images (Z = 40, 100, and
160 in (a–c) panels, respectively).

2.2. Denoising Model Architecture

In this work, we propose an unsupervised learning algorithm based on the CycleGAN
architecture [18]. The CycleGAN architecture consists of two generators (G and F) and two
discriminators (DX and DY), as shown in Figure 4. The generators G and F inter-transform
the noisy and noise-free images, while the discriminators DX and DY distinguish the model-
generated noisy and noise-free images from the real counterparts. Compared with the
DNGAN network reported previously by the authors [20], the network in this work can
be trained with either paired or unpaired data, which means that the input topography of
the clear and noisy Rayleigh images can be different. This strategy removes the necessity
of obtaining clear and noisy Rayleigh images simultaneously and enhances the potential
application of a learning-based method in a practical Rayleigh scattering experiment.
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Figure 5 illustrates the architecture of the generators and the discriminators. Note that
the architectures of the two discriminators, DY and DX, and the two generators, G and F, are
essentially the same. For that reason, only one generator and one discriminator are shown
in Figure 5. The structure of the generator (G or F) can be seen on the upper side of Figure 5.
The number of output channels and the number of strides were uniformly set to 64 and
1, respectively, for 2D convolution with a kernel size of 3 × 3, which considers a tradeoff
between network performance and computational cost. In addition to 2D convolution,
other operations, including batch normalization, the leaky ReLU function, residual blocks,
and a skip connection, are indicated by the blue arrows in Figure 5. The main effect of the
BN layers is to change the data distribution, ensuring that it lies in the sensitive interval
of the activation function in order to avoid gradient disappearance [27]. The use of BN
layers is also expected to speed up the convergence of the network since the intensity
variation from batch to batch is eliminated. In the parameter tuning process, we tried to
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remove the BN layers, which made it more difficult for the iteration process to converge
to a stable state and resulted in poor denoising quality. The activation function is known
to be an effective tool for stabilizing the weight parameters during the learning process.
We tried both the ReLU and the leaky ReLU functions, and the latter was found to give a
slightly better performance, although both functions performed well [28]. A combination
of residual blocks and a skip connection can help to avoid gradient dispersion [29] and
deepen the network without extra coding. For the network used here, each residual block
contained two batch normalizations, two convolutional layers, and one ReLU layer. The
number of residual blocks was set to 10, since the denoising ability of a network tends to
saturate when the number reaches 10. At the end of each generator, an activation layer
was used to output the denoised image, IDN, or the noisy image, IAN. The structure of the
discriminator (DX or DY) can be seen on the lower side of Figure 5. The number of output
channels progressively increased from 64 to 512 from the start to the end. Each pair of
convolutional layers was combined into one group operation. The former contained a 2D
convolution and a ReLU layer with a stripe of 1, while the latter contained one more batch
normalization with a stripe of 2. The result was a long vector of 131,072 elements with
characteristics obtained by a sigmoid activation layer.
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The loss function measures the difference between the predicted results and the ground
truth, although the flame patterns of those two are not necessarily the same in unsupervised
learning. The essence of the training process is to minimize the loss function, and thus
build a nonlinear mapping between clear and noisy Rayleigh images. The loss function
used in this work includes both forward and backward propagation due to the particular
architecture of the CycelGAN learning model. In particular, the weighted sum of the mean
square error loss, LMSE, the adversarial loss, Ladv, and the cycle-consistency loss, Lcycle,
constitutes the loss function of generators, Lgen,

Lgen = LMSE + β × Ladv + γ × LCycle (2)
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where β and γ are hyper-parameters, which were set to 1 × 10−3 and 10, respectively [16,18].
LMSE is defined through a pixel-by-pixel comparison, as displayed in Equation (3),

LMSE =
1

WH ∑
pixel

(IC − IDN)
2 +

1
WH ∑

pixel
(IWMS − IAN)

2 (3)

where W is the width and H is the height of the image, and IDN and IAN are the output results
of G and F, respectively. The adversarial loss, Ladv, represents the perceptual agreement
between the output of the generator and the ground-truth image and prevents the output
results from being over-smoothened. The definition of Ladv is presented in Equation (4):

Ladv = − ∑
pixel

logDX(G(IWMS))− ∑
pixel

logDY(F(IC)) (4)

where G and DY are the generator and discriminator in the forward propagation, re-
spectively, and F and DX are the generator and discriminator in the back propagation,
respectively. The third term in Equation (2), Lcycle, is the core of the generator loss function.
In the definition of Lcycle in Equation (5), G(F(IC)) represents the result of adding noise
and then denoising the image, while F(G(IWMS)) represents the result of denoising the
image and then adding noise. Hence, Lcycle essentially refers to the error of transforming an
input image to the source domain after passing it through the two generators. Ideally, no
difference should be found on a frame after passing it though the two generators.

LCycle =
1

WH ∑
pixel

(IC − G(F(IC)) +
1

WH ∑
pixel

(IWMS − F(G(IWMS)) (5)

The loss function of the discriminators is defined by the sum of two feature distribu-
tions for clear and noisy images, as shown in Equation (6):

Ldis = (DY(IDN)− DF(IC)) + (DX(IWMS)− DX(IAN)) (6)

2.3. Model Training and Testing

Once the training data have been prepared and the learning model has been con-
structed, the network can be trained and tested. The proposed model was realized based
on the Tensorflow framework and trained with two Nvidia RTX-2080TI GPUs. The model
parameters were determined using the adaptive moment estimation (Adam) algorithm [30].
When the model had 10 residual blocks and the learning rate was set to 0.0002, four hours of
training were needed to achieve a convergent solution with 50,000 iterations. By alternately
training the generators and the discriminators, the denoising result of the generator was
good enough that the discriminator confused the denoising result with the corresponding
ground truth image. In this work, the network was trained twice (once with feature-paired
data and once with feature-unpaired data). In the feature-paired data, the flame features
and patterns were the same between noisy Rayleigh images and clear ground-truth images.
The only difference is that the Rayleigh images are noisy and the ground-truth images are
not. Correspondingly, in the feature-unpaired data, the flame patterns in noisy and clear
images can be adopted from different time instants. In this case, simultaneous acquisition
of the clear and noisy images is not necessary. Figure 6 presents evolutions of the loss
functions during the training process with feature-paired data and feature-unpaired data,
respectively. For a pre-trained network, the time required to generate a denoising result
is approximately 10 milliseconds. The loss function values tend to converge similarly.
Once the network converges to a steady state, an indistinguishable denoising solution
has been generated such that the output of the generator G can deceive the discriminator
DY effectively.
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3. Results and Discussion

This section presents the performance of the proposed network both qualitatively
and quantitatively. First, the denoising model trained by the feature-paired dataset was
used for a preliminary validation and compared with several other denoising models from
the literature, including DNGAN [20], DNCNN [31], and RESTNET [32]. It should be
noted that the other three other networks used the same forward inference network as G
in CycleGAN in order to guarantee a comparable baseline. The discriminator of DNGAN
was similar to DY of CycleGAN. The same hyperparameters were used for these networks,
except that the learning rate of DNGAN, DNCNN, and RESTNET was set uniformly
to 0.0001. Moreover, the model trained with the unpaired dataset further extends the
application potential to cases where no clear Rayleigh images are available. The remainder
of this paper deals with detailed outcomes.

3.1. Network Performance Based on Feature-Paired Training

As a preliminary examination, the feature-paired dataset was used to train the pro-
posed network and the three other aforementioned networks, i.e., DNGAN, DNCNN, and
RESTNE. These four pre-trained models were tested using 20 noisy Rayleigh images (flame
C). Figure 7a,b demonstrate the clear and noisy images with Mie scattering noise and shot
noise for comparison purposes. Figure 7c–f show the denoising results obtained by taking
advantage of the trained four networks. As can be seen, each model achieves a good level
of noise purification and there are no sensible dissimilarities in Figure 7c–f. This is due in
part to the limited zoom ratio. To better illustrate the visual difference, the smaller boxed
areas shown in Figure 7f were amplified and are presented in Figure 8a–d. There is sensible
high-value noise that has not been removed completely in the denoising results of DNCNN
and RESTNET, while CycleGAN and DNGAN yield much better denoising results.

Figure 9 presents a comparison of the intensity variation in the denoising results along
the three horizontal lines marked by dashed white lines in Figure 7f with Z = 40, 100, and
160, respectively. We can see that the intensity variations of CycleGAN and DNGAN are in
very good agreement with the ground truth. This implies that the two algorithms not only
effectively suppress the noise caused by Mie scattering and shot noise, but also accurately
recover the original Rayleigh signal variation. DNCNN and RESTNET exhibit obvious
deviations from the ground truth variation, and the high-value noise points have not been
completely eliminated, as already shown in Figure 8c,d. Furthermore, all four networks
were able to preserve the intensity variation in the central region, implying a good feature
learning capability for shot noise.
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To further quantitatively evaluate the denoising performance, three metrics, i.e., the
peak signal-to-noise ratio (PSNR) [33], the overall reconstruction error (ER) [34], and the
structural similarity index (SSIM) [35], are shown in Figure 10. The PSNR is widely used
to assess the pixel-to-pixel difference between two images by measuring the peak signal
to mean signal ratio. The ER is commonly used to measure the overall correspondence
between two images, with a smaller ER value representing a better match. The SSIM is a
standard indicator used to compare the similarity of the structure, contrast, and intensity
between two images. A larger SSIM signifies a higher degree of similarity, and the SSIM
value would be 1 for two identical images. As can be seen from Figure 10a, the PSNR of the
CycleGAN and DNGAN frameworks is consistently greater than 40, which outperforms
DNCNN and RESTNET. Figure 10b,c compare the ER and the SSIM among the networks. It
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can be seen that CycleGAN and DNGAN maintain an absolute advantage with lower ER
and higher SSIM values. Additionally, DNGAN is slightly better than CycleGAN according
to Figure 10.
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3.2. Network Performance Based on Feature-Unpaired Training

As mentioned above, feature-paired training of the framework yields good denoising
results. Notwithstanding, a paired dataset with the same flame patterns is usually not
easy to obtain in a practical experiment due to the dynamically varying turbulent flow
structure. In this subsection, therefore, the CycleGAN network’s performance is discussed
based on feature-unpaired training. In this case, the CycleGAN network was retrained one
more time with the unpaired data. The evolutions of the corresponding loss functions are
displayed in Figure 6b. To comprehensively evaluate the performance of the network, the
retrained model was tested under three test scenarios: (1) noisy Rayleigh images of flame C
as already demonstrated on the paired training network; (2) noisy Rayleigh images with
noise of varying strengths; and (3) a set of flame data on flame B with a different Reynolds
number. Similarly to the evaluation with feature-paired training, Figure 11 presents a
qualitative and quantitative comparison for a sample case from CycleGAN that is based on
feature-unpaired training. According to a visual examination of Figure 11a, the CycleGAN
network is able to remove the high-value Mie scattering noise in the low-temperature
region. The denoised Rayleigh image is quite close to the corresponding noise-free image,
as shown in Figure 7a, making them indistinguishable to the naked eye. Figure 11b–d
further illustrate the variation in the Rayleigh intensity along three horizontal lines with
Z = 40, 100, and 160 as depicted in Figure 11a. In Figure 11b–d, the blue lines represent
the intensity variation in the denoised result based on feature-unpaired training, while the
red and black lines represent the denoised result based on feature-paired training and the
ground truth variation corresponding to Figure 7a,c, respectively. On the other hand, the
blue line deviates from the variation in the clear image more than the red line, although
the deviation is not as apparent. This means that the performance of the neural network
depends on both the neural network’s architecture and the training data. It is noted that
the three other networks (DNGAN, DNCNN, and RESTNET) are not shown here, since
they failed to output an acceptable result when the training data were not feature-paired.
Since DNGAN, DNCNN, and RESTNET are supervised-learning-based models, they all
require a feature-paired dataset in which the flame patterns of noisy and clear images are
the same. When fed feature-unpaired data, the objectives for the models to learn are wrong.
No matter how many iterations are performed, they cannot correctly learn the underlying
physics of noise addition. However, the CycleGAN model’s objectives are not only to
reconstruct a clear image from the noisy version, but also to generate a noisy image from
the clear version. From this perspective, CycleGAN is essentially transferring the style of
the images, which is a key capability of the unsupervised model.
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Figure 11. (a) Visual illustration of the denoising result obtained by our unsupervised model and
(b–d) a comparison of the intensity variations of the denoising results at different Z locations when
the dataset is paired and unpaired.

Similarly, the variations in the PSNR, the ER, and the SSIM of the denoised results
were obtained and are shown in Figure 12. In Figure 12, the PSNR corresponds to the left
Y-axis, while ER and the SSIM correspond to the right Y-axis. Each of these three assessment
metrics remains on a non-varying level, which means that the performance of the trained
network is stable for the test data. Several observations can be made from Figure 12. The
mean values of the PSNR, ER, and SSIM are 37 dB, 1%, and 0.985, respectively. These
values are at the same level as those of DNCNN and RSTNET (Figure 10) but are not
as outstanding as those of the DNGAN network. However, the visual reconstruction
quality of Figure 11 is significantly better than the results of DNCNN and RESTNET
(Figure 9). A reasonable explanation is the definition of the loss function and the network
architecture. As mentioned above, the generator loss in the forward propagation model
consists of the content loss, the adversarial loss, and the cycle-consistency loss, allowing the
denoising model to learn potential feature textures more comprehensively. The DNCNN
and RESTNET loss functions contain only L2 regularization, which is not sufficient to
retain the natural pattern of the turbulent flame. Moreover, compared with DNCNN and
RESTNET, the adversarial training of the GAN model updates the model parameters (G
and F) according to the back propagation of the discriminators (DX and DY). The difference
in performance implies that the PSNR alone cannot guarantee the best solution and more
assessment parameters should be used to comprehensively evaluate a neural network
model. Nevertheless, Figures 11 and 12 illustrate that the proposed unsupervised model
can yield high denoising quality in cases where feature-paired clear and noisy images are
not accessible.
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In addition to the basic demonstration of the unsupervised model, the noise immunity
of our network due to the randomness of the Mie scattering intensity in the experiment was
also investigated. In the Rayleigh imaging process, the intensity of Mie scattering noise may
vary due to the particle density, laser irradiance, observation angle, and so on. Therefore, it
is necessary to take into account the denoising performance of the proposed model when
it is subjected to different levels of noise. Without updating the model parameters based
on feature-unpaired training, the denoising performance with varying levels of noise was
examined, and the results are shown in Figure 13. Noise of different magnitudes was
added to the test data on flame C in accordance with Equation (7), which is defined on a
pixel-to-pixel basis:

IWMS = ModelPoisson(IC + IMie(1 + σ)) (7)

where σ represents the number of times extra Mie scattering noise was added, and
ModelPoisson represents the Poisson modeling process. The newly generated noise in
Equation (7) is not simply proportional to the previously added noise. Note that when σ is
zero, IWMS represents the above-described results from Figures 2–12. Figure 13 shows the
denoising results of the network with σ = 25%, 50%, and 100%, as evaluated by the three
metrics of the PSNR, the ER, and the SSIM. As can be seen from Figure 13, the three param-
eters almost remain unchanged with σ = 25% and 50%, and the variations in the two cases
are almost identical. On the condition that σ increases to 100%, the ER value exhibits a small
deviation, while the corresponding PSNR and SSIM values have not changed significantly
compared to σ = 25% and 50%. Noisy Rayleigh images with even higher intensities were
not examined further, considering the limited dynamic range of the data acquisition devices
used in practical experiments. According to Figure 13, when subjected to more intense
Mie scattering noise, the proposed model demonstrates satisfying reconstruction quality
and good noise immunity. It should be noted that the model parameters of the network
were not updated when tested with more intense noise. Improved noise immunity could
therefore be expected if enhanced noisy data are used in the network training process.

For the purpose of further evaluating the generalization ability of the proposed un-
supervised model, another set of test data on flame B was used to evaluate the denoising
performance. Correspondingly, the model parameters were not updated during testing.
The main jet Reynolds number of turbulent flame B was 8200, which is smaller than that
of flame C. We selected 20 snapshots at different time instants and added Mie scattering
and shot noise accordingly. By feeding the noisy images into the trained unsupervised
network, the variations in the PSNR, the ER, and the SSIM were calculated. As illustrated
in Figure 14, the unsupervised model exhibits a satisfying denoising ability when tested on
flames with different structures. The mean values of the PSNR, the ER, and the SSIM are
33.5 dB, 2%, and 0.983, respectively, which proves that our unsupervised model has a good
generalization ability for varying Reynolds numbers.
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4. Conclusions

In this work, an unsupervised denoising and image reconstruction model for 2D
Rayleigh imaging based on the CycleGAN architecture was developed and demonstrated.
Both intense Mie scattering noise and shot noise were considered in this work. When
trained with both feature-paired and feature-unpaired datasets, the model was able to
overcome the limitation of paired data and showed potential for application in practical
experiments. When trained with feature-paired data, the proposed unsupervised denoising
model performed as well as the state-of-the-art supervised learning network. When trained
with feature-unpaired data, the model’s performance degraded slightly, but it was still
able to provide visually indiscernible results. Further examinations with varying noise
intensities and flames with different Reynolds numbers showed that the proposed net-
work has a promising generalization capability. In future work, we will focus on using
experimental means to obtain all experimental data and promoting our model with more
practical perspectives in realistic Rayleigh imaging measurement scenarios.
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