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Abstract: Smart grids are the latest technology to generate and dispatch an optimal amount of power.
Thus, there is a need for stability analysis in smart grid systems. If the smart grid is incorporated into
the power system, then the phasor measurement unit (PMU) is used to measure the voltage, current,
and frequency. Additionally, the central control unit monitors and controls the power. However,
there is a possibility of inserting wrong data into the smart grid as the PMUs are transmitting the
data through the Internet and other wireless protocols. There is a need to find solutions to this threat
to make the power flow safe and secure in the future. In this paper, two-area load frequency control
(LFC) is used for testing the game-theory based security treatment and improving the system’s
stability by using an artificial neural network. The two-area system and five-area system are used to
test the stability of the power system.

Keywords: artificial neural network; game-theory; load frequency control; multi-area power system

1. Introduction

Load frequency control is much needed in recent smart grid applications. It provides
better control over a two-area system. Regular load frequency control was presented by
P. Kundur [1] in 1994 with calculations and equations. An LFC is used to identify the
system stability when two power systems are connected together. If there is a sudden
disturbance, such as a load shift or generator shift, the frequency and power may change.
After the disturbances have cleared, the system should come back to normal operation.
However, sometimes it will not come to its normal operation. That means it varies the
frequency or real power in the system. To synchronize two systems, there is a need for the
frequency error to be zero. To make this happen, integral controllers, proportional integral
controllers, and fuzzy logic controls are also used. These controllers should ensure fast
settling time after the disturbances. Additionally, as recent technology improvements make
the grid smart, the data communication is performed wirelessly. As there is a risk to data
transmitted wirelessly. To protect that, many algorithms and techniques are used. In that,
game theory plays an important role.

A literature survey was conducted in search of better control centers. Those articles
are discussed as follows:

For studies on control centers in power systems in 2005, they are discussed in [2]. In
2008, the SCADA control and monitoring system was at its peak for controlling the power
system. The cyber security attached to the system was presented by [3]. In 2009, the book
Robust Control of Power Systems came out, along with new control strategies for power
systems [4].

In the year 2009, the game theory algorithm for multiagent systems was introduced [5].
To secure the power system, the defense graph method was presented [6]. An LFC with
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a new robust controller for testing the effect of cyber-attack was proposed [7]. The impact of
cyber-attach in LFC was identified in [8]. Since the LFC is a dynamic system, there are new
dynamic control and mitigation strategies for these cyber security risks [9]. Uncertainty in
the electricity market due to deregulation is analyzed in [10]. Reference [11] presents attack
and defense modelling for cyber-attacks. A security assessment was performed in [12]
based on the attack graph method.

Game theory-based security analysis for network security was presented in [13].
A data injection attack on the power system is presented in [14]. The probability of
a cyber-attack on the smart grid was analyzed in [15]. The data integrity issue is presented
in [16]. The load-altering attack type is described in [17]. Dynamic games with learning
in security risk management are presented in [18,19]. A wise grid attack called a “smart
attack” is described in [20]. For the smart grid, the security games and voltage control
are also presented in [21,22]. The coordinated cyber-attacks and denial of service attacks
on smart grids are described in [23,24]. Reference [25] describes the security measures
for minimizing risk in the LFC. The Ant Lion optimization is introduced in [26]. Us-
ing the FPA algorithm as a solution technique in different game theories was performed
in [27]. Differential game theory is solved using the ALO algorithm in [28,29]. Then, in [30],
a two-area system with security attack and game theory based de-fender action
using an ALO-tuned integral controller was presented and compared with the
conventional method.

There are not many articles available on when the system is under attack, or how
the settling of the frequency works faster, which ensures the fastest smart grid security.
We replace the traditional integral controller in the two areas, LFC with ANN, which was
trained with the data achieved from the Antlion optimization (ALO)-tuned PI controller
(ALO-PI). This input data and output data were taken from the ALO PI controller. Then the
ANN was trained with a backpropagation algorithm to get better control. A comparison
with the conventional controller was also performed to prove that the proposed converter
operates better.

2. Materials and Methods

The two-area system is used as a test case in many studies, and that is a standard
power system LFC test bench. A recent study [25] has used this test bench. Based on
Bevrani’s [25], Figure 2.10 and Table 2.2, this article presents the Simulink representation
and simulation parameters for a two-area automatic gain control (AGC) system model. The
top section is denoted by the designation “area 1.” The Australian Energy Market Operator
has released the demand time series demand1 and demand2, which are the demand profiles
of Victoria from 4–5 June 2012 and of South Australia from 7–8 June 2012, respectively. Both
demand profiles were obtained from the state of Victoria. Nominal frequency = 60 Hz.

The game-theory-based defender action [25] uses the quantitative risk management to
protect the smart grid from threat. The attack and defender actions were used as in [25].

This paper deals with the stability of a power system as the single most significant
characteristic, and one of the most crucial characteristics to maintain is the frequency.

This is because the frequency of a power system will either increase or decrease
depending on the amount of load that is being applied to it. In the event that frequency
is not stabilized, there is a risk of damage to equipment (both that of utilities and end
users), a risk to human safety, and a reduction in or stoppage of the supply of energy.
One of the primary factors contributing to many power outages [25] is the violation of
frequency stability standards. Loss of data or knowledge and damage to one’s reputation
are examples of less tangible secondary repercussions that are just as unwanted. There are
three modes of operation for the frequency control system. Primary frequency control takes
the form of a turbine governor’s speed regulator, also known as a proportional controller of
gain, where the droop characteristic is a factor, which is the decrease in speed or frequency
that occurs when combining machines in an area transition from having no load to having
full load.
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Secondary frequency control is used to correct the steady-state error residue left
by the proportional controller, and it may take the form of an integral controller. In
this case, primary and secondary frequency control form a parallel proportional-integral
controller, which is capable of driving frequency deviations to zero whenever a step-load
perturbation is applied to the system. Tertiary frequency control is a supervisory control
that is based on offline optimizations. Its purpose is to ensure that primary frequency
control has an appropriate spinning reserve, and that secondary frequency control has
the optimal dispatch of units participating in that control. Tertiary control is typically
enabled manually many minutes after secondary control has been engaged, in contrast to
primary and secondary controls, which respond in a matter of seconds and tens of seconds,
respectively. Our research focuses solely on the dynamics of frequency control, and as
a result, does not take tertiary control into consideration. As shown in the Figure 1, the
defender, attacker, and UFLS relays are the MATLAB code which is used inside the function
block of MATLAB [25].

Energies 2022, 15, x FOR PEER REVIEW 3 of 17 
 

 

of a turbine governor’s speed regulator, also known as a proportional controller of gain, 
where the droop characteristic is a factor, which is the decrease in speed or frequency that 
occurs when combining machines in an area transition from having no load to having full 
load. 

Secondary frequency control is used to correct the steady-state error residue left by 
the proportional controller, and it may take the form of an integral controller. In this case, 
primary and secondary frequency control form a parallel proportional-integral controller, 
which is capable of driving frequency deviations to zero whenever a step-load perturba-
tion is applied to the system. Tertiary frequency control is a supervisory control that is 
based on offline optimizations. Its purpose is to ensure that primary frequency control has 
an appropriate spinning reserve, and that secondary frequency control has the optimal 
dispatch of units participating in that control. Tertiary control is typically enabled manu-
ally many minutes after secondary control has been engaged, in contrast to primary and 
secondary controls, which respond in a matter of seconds and tens of seconds, respec-
tively. Our research focuses solely on the dynamics of frequency control, and as a result, 
does not take tertiary control into consideration. As shown in the Figure 1, the defender, 
attacker, and UFLS relays are the MATLAB code which is used inside the function block 
of MATLAB [25]. 

 
Figure 1. Conventional integral technique in two area system with integral controller [25]. 

The LFC control has two frequency loops using a PI (or integral controller [25]) con-
troller to yield proportional an area control error (ACE) value for governor as in [25]. ACE 
is the required area control error value which is always required to be zero for stable op-
eration [1]. The 𝐶஺஼ா is the controlled signal using integral controller. The measured fre-
quency (𝐹ெ) and tie-line frequency (𝐹௧௜௘) are summed to get the 𝐶஺஼ா. 𝐶஺஼ா = 𝐹ெ + 𝐹௧௜௘ (1)

After giving to the controller transfer function as per [25]: 𝑆𝑝𝑒𝑒𝑑 = 𝐶஺஼ா ൈ ׬ 𝐾௜௠௔௫௠௜௡   (2)

The proposed equation using PI controller is given in (3): 

𝑆𝑝𝑒𝑒𝑑 = ሼ𝑘௣ ൈ 𝐶஺஼ாሽ + ሼ𝐶஺஼ா ൈ න 𝑘௜ሽ௠௔௫
௠௜௡  (3)

The random changes in the 𝑘௣ and 𝑘௜ values show the difference in the output re-
sponse. The objective function is defined with the settling time. The discrete values of the 

Figure 1. Conventional integral technique in two area system with integral controller [25].

The LFC control has two frequency loops using a PI (or integral controller [25]) con-
troller to yield proportional an area control error (ACE) value for governor as in [25]. ACE
is the required area control error value which is always required to be zero for stable
operation [1]. The CACE is the controlled signal using integral controller. The measured
frequency (FM) and tie-line frequency (Ftie) are summed to get the CACE.

CACE = FM + Ftie (1)

After giving to the controller transfer function as per [25]:

Speed = CACE ×
∫ max

min
Ki (2)

The proposed equation using PI controller is given in (3):

Speed = {kp × CACE}+ {CACE ×
max∫

min

ki} (3)

The random changes in the kp and ki values show the difference in the output response.
The objective function is defined with the settling time. The discrete values of the setting
time are taken as the objective. The limits of the kp and ki are chosen, in which range the
settling time sensitivity is more.
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Thus, the objective function is given as in Equation (4) by minimizing this the settling
time reduces, and the response time increases.

F = min{Ts} (4)

Ts—speed settling time in s
Constraints

kp,min < kp < kp,max (5)

ki,min < ki < ki,max (6)

For solving this, we use the new metaheuristic algorithm called the ALO algorithm.
The steps of the ALO are shown below (Algorithm 1), which follows the hunting

character of the antlion.

Algorithm 1. ALO algorithm

1: Random initialization of ant(X(t)) is performed (kp and ki values are the vectors of X(t)).
2: Calculate the fitness (after running the LFC the setting time is taken) of ants and antlions.
3: The elite identification is performed from the best antlion (determined optimum Kp and Ki).
4: Check for the satisfaction of termination criteria

for ants of each type.
Choice of an antlion using a Roulette wheel.
c and d are updated using

ct =
ct

I
(7)

dt =
dt

I
(8)

where ct is the minimum of all variables at t-th iteration; dt indicates the vector, including
the maximum of all variables at t-th iteration. Here I is a ratio.

The randomized walk and normalization are performed using the equation below.

X(t) := [0, cumsum(2r(t1)− 1), cumsum(2r(t2)− 1), . . . , cumsum(2r(tn)− 1)]

Xt
i =

(Xi − ai)X(di − ci)(
dt

i − ai
) + ci (9)

Stack the updated position of the ant using the equation below.

Anti =
(Rt

A + Rt
E)

2
(10)

where ai is the minimum of the random (r) walk of the i-th variable, bi is the maximum
of the random
walk of the i-th variable, ci is the minimum of the i-th variable at the t-th iteration, and
di indicates
the maximum of the i-th variable at t-th iteration.

Additionally, Rt
A is the random walk around the antlion selected by the roulette wheel

at t-th iteration, Rt
E is the random walk around the elite at t-th iteration, and Anti indicates

the position of i-th ant at t-th iteration
End for loop.
For all the ants, calculate the fitness.
If the ant is fitter than other ants, stack that ant as the elite one.

Antliont
j = Antt

i i f f
(

Antt
i
)
> f (Antliont

j) (11)

where t shows the current iteration, Antliont
j shows the position of selected j-th antlion at

the t-th iteration, and Antt
i indicates the position of i-th ant at t-th iteration. Additionally, f

is the function of Equation (4).
End while.

5: Return elite
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2.1. Applying an Artificial Neural Network (ANN) Controller in the Place of an ALO-PI Controller

The integral control of the automatic gain control in load frequency control is replaced
by an artificial neural network. The ANN is the network-linked trainable model which is
helpful in all the places wherever data are available. The Table 1 shows the blocks available
in the ANN model.

Table 1. Units within ANN controller.

ANN Unit Availability Status of Training Data

Controller Available to train the controller
Plant LFC model

Figure 2 depicts the ANN controller with a plant model. The NN controller was
trained, and then the output was given to the LFC, which is shown as a plant here. The
NN mode also produces the error value of frequency. The NN controller works such that
whenever the changes are happening, the trained network produces the proper output.
Then this will be applied to the plant or LFC model.

f (x) =
1

1 + e−ax (12)
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Figure 2. Flowchart of ALO.

Figure 3 shows the structure of a layer for a feed forward neural network. Equation (12)
shows the sigmoidal function used in the feed forward neural network. The feed forward
neural network shown in the figures and used in the controller can make decisions for
the controller output. This output is a practically trained value. Thus, it has to give better
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results compared to conversional mathematical integral controllers. The Figure 4 shows
the network connection of feed forward neural network.
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2.2. Attacks Applied in LFC

All the injection patterns are impossible to exhaust. The sophisticated attacks are
based on the four basic patterns:

2.2.1. Constant Injection

If a constant false has been injected by an attacker, then the integral control loop
effectively gets disabled. This causes the system frequency to converge to a non-nominal
frequency. Then, the system will settle down to a below-nominal frequency if the value is
false, causing the loads to be shed; otherwise, the system will set down to an above-nominal
frequency, and it will trip the generators. Both cases lead to cascading failure.

2.2.2. Injecting the Bias

The effect is similar to that of constant injection; constant displacement happens if it is
false, and it is normally true.

2.2.3. Overcompensation

If the former value is false, and there are many attempts, the attack will cause over-
compensation effectively. As the frequency of the system sweeps the past overfrequency
and underfrequency thresholds, by following cascade failures, the loads will be shed and
generators will be tripped.
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2.2.4. Negative Compensation

If bias is false, and there are many attempts, the intended effect of the integral control
loop will be reversed effectively by the attack; the system frequency’s will be diverged to
the nominal frequency. The generators will be directly triggered by this attack.

Once the generator is tripped, the supply hole will be filled by the engaged reverse
spinning. In case of failure, the shedding of underfrequency relay loads will be started as
a final measure. The load shedding is also caused by the direct attack’s trigger generator
tripping. Due to maximal damage in both load shedding and tripping of the generator
in terms of direct triggering, the overcompensation attacks have been concentrated in
this study.

2.3. Preliminary Defenses

The defenses for overcompensation attack take the following states:

2.3.1. Saturation Filter

By using the limits of the input point of controller of frequency, we can constrain the
attack, because at the Hz level, all spendable loads are shredded and all generators are
tripped. Outage of generator happens at that specific frequency.

2.3.2. Redundancy

For critical grid parameters, the measurement of redundancy is provisioned routinely.
Different grades of multiple frequency have been installed.

2.3.3. Detection

Using saturation filtering and redundancy, attacks’ success can be limited, but the
source of attacks should be detected and removed. The system can be under attack if at
certain point the threshold may be lower than the measured one or the measured one is
observed by a threshold-based algorithm. Alternatively, taking the counts of clusters in
a time series determined by a custom algorithm based on clustering, in normal circum-
stances, the values of clusters tend to be zero. If more than one cluster has been found,
then the system could be under attack. Generally, the clustering has been considered as
a versatile approach when compared to the thresholding for anomaly detection.

3. Results

The two-area system was made in MATLAB, R2017b, Khadarvali, bangalore, India
Simulink. The data for two areas were taken from [4]. The system was modelled to control
the frequency and tie line power. It works with an integral controller where the bias factors
act as proportional gain. When the two areas are considered as the smart grid where the
attacker attacks, the system is as mentioned in previous section. Then, the defense actions
take place, such as limiting the frequency and then using the other meters for measuring
the frequency, which are called redundancy meters. There is another protection: using
under-frequency load shedding (UFLS) [25]. This sheds the load when the frequency is
reduced by an attacker.

Figure 5 shows the conventional LFC with two areas [4] using an integral controller
with attacking and defending actions. The integral controller was used here, and the
parameters used for control were taken from [4]. Figure 6 shows the proposed LFC with
two-area control [4] using an ANN controller with attacking and defending actions. The PI
controller was tuned with ALO and then trained via the ANN. For the training of the ANN,
the performance of the validation of ANN data is shown as a graph. Figure 7 shows the
performance validation of the ANN. This graph shows that the mean square error (MSE)
was minimized to 0.1213. If the MSE is as low as possible, the ANN is optimally trained. It
took around 914 iterations to achieve this.
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The performance gradient is shown in Figure 8. This shows the ANN’s training status
in each iteration. The data on this graph should also be minimal so that it shows the
training was successful. Figure 9 shows the attack without control and with load shedding.
Without a controller, load shedding cannot ensure system stability. The frequency change
increased every second. This instability caused instability in the two-area system. Figure 10
shows the attack without control, with load shedding, and with changes in frequency. The
response time change in frequency is also shown in the figure. This also increases and
deviates. The attacker output is shown in Figure 11. The zoomed view is shown in the same
figure as the inline figure. Then, Figure 12 shows the defender’s detection of the attacks
(1—attacked, 0—no attack). The corrective action was performed by the controller, which
is shown in Figure 13. It shows the correction signal created by the integral controller and
the ANN. Figure 14 shows the demand change in two areas and the frequency output after
the defender action using integral control and the ANN. It can be seen at the bottom of the
figure that the ANN produced reduced disturbance. Then, Figure 15 shows the changes
in power output after the defender’s action using integral control and the ANN. This also
shows that there were few disturbances and that both the integral control and the ANN
make the system stable.
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Figure 15. Change in two-area tie power output after the defender’s action using integral control and
the ANN.

However, according to the power system, the faster the response, the safer the system
is. Table 2 shows the signal information of the two-area frequency change and tie line
power change. Accordingly, the objective settling time must be less than the frequency
and tie line power. Thus, the ANN provides a 37.6% reduction in setting time in area 1,
a 52% reduction in area 2 frequency change, and a 33% reduction in tie line power settling
time. The ANN output used the integral controller when it was trained with the data of the
ALO-PI controller.

Table 2. Signal analysis after attacking and defending with the comparison of integral and
ANN controllers.

Integral Controller [25] NN Controller

∆f1 (Hz) ∆f2 (Hz) ∆Ptie (p.u) ∆f2 (Hz) ∆f2 (Hz) ∆Ptie (p.u)

Rise Time(s) 0.000816 0.000149 0.02057 6.6132 0.00714 0.01136
Settling Time (s) 27 27.851 38.771 17.376 18.285 25.846
Settling Min(s) −1.0612 4.8252 −0.89933 −0.2872 −0.2957 −0.7447
Settling Max(s) 0.53052 0.55137 1.4133 0.10266 0.10431 1.297

Overshoot (ratio) 16,209 2.70 × 105 19,560 394 1323.1 66,981
Undershoot (ratio) 1.70 × 105 30,907 12,510 24,241 54,439 38,515

Peak Value 5.5215 4.8252 1.4133 5.0377 3.9904 1.297
Peak Time (s) 1.25 1.95 0.75 1.23 1.893 0.741

Figure 16 shows the frequency deviations in five area systems using PI controller.
Figure 17 show the tie power in a 5-area system using PI controller. Figure 18 shows
the frequency deviation in five area system using NN controller. Figure 19 shows the tie
power using NN controller. Table 2 shows the comparison of the settling time and other
information of the curves. Table 3 shows that the NN controller performs better compared
to the conventional PI controller used in the 5-area system.
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4. Conclusions

The two-area LFC was simulated in MATLAB Simulink with an integral controller,
including frequency attacks and defender actions. Security games were used in defending
actions. Then, the system was analyzed with an ALO-trained PI controller instead of an
integral controller. The data of the ACE were accumulated, and these data were trained
with the ANN controller. The comparison of the conventional integral controller and the
proposed ANN, including the attacker’s and defender’s actions, was performed, and the
ANN outperformed the integral controller in the setting time. With the ANN, a maximum
reduction of 52% in settling time is achieved.
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