
Citation: Iwaniec, J.; Iwaniec, M.;

Kurowski, P.; Szopa, K. Investigation

into Power Line Supporting Structure

Dynamic Properties by Means of

Impulse Test. Energies 2022, 15, 5707.

https://doi.org/10.3390/en15155707

Academic Editor:

Djaffar Ould-Abdeslam

Received: 21 June 2022

Accepted: 3 August 2022

Published: 5 August 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Investigation into Power Line Supporting Structure Dynamic
Properties by Means of Impulse Test
Joanna Iwaniec 1,* , Marek Iwaniec 2, Piotr Kurowski 1 and Krystian Szopa 3

1 Department of Robotics and Mechatronics, Faculty of Mechanical Engineering and Robotics, AGH University
of Science and Technology, Mickiewicz Alley 30, 30-059 Krakow, Poland

2 Department of Biocybernetics and Biomedical Engineering, Faculty of Electrical Engineering, Automatics,
Computer Science and Biomedical Engineering, AGH University of Science and Technology, Mickiewicz
Alley 30, 30-059 Krakow, Poland

3 Department of Power Systems and Environmental Protection Facilities, Faculty of Mechanical Engineering
and Robotics, AGH University of Science and Technology, Mickiewicz Alley 30, 30-059 Krakow, Poland

* Correspondence: jiwaniec@agh.edu.pl

Abstract: Dynamic analysis of a large, full-scale construction requires proper excitation in order to
induce vibrations that can be measured and further processed. The amount of delivered energy
over the frequency band must be sufficient to excite all the mode shapes in the studied range. The
paper concerns the pseudo-impulse pull-and-release method that allows to determine frequency
response functions of a large, lightly damped structure and estimate its modal parameters. The
main advantage of the developed method is the great independence of the repetitiveness of the
experiment’s operational parameters. The output time histories from subsequent partial experiments
are accurately synchronised and normalised without measuring the signal of input excitation. The
research conducted for the full-scale transmission tower results in modal parameters, estimated by
classical and pseudo-impulse methods. The applied pseudo-impulse improves the conditioning
of the excitation and results in the better readability of stabilisation diagrams as well as in a better
stabilisation of the poles that are not clearly represented in the input data. The proposed method
allows for the visualisation of poles which are non-detectable in cases of classical analysis.

Keywords: over-stiffened truss structures of complex geometry; modal analysis; technical diagnostics;
impulse test; supporting structure

1. Introduction

Truss systems are frequently used in civil engineering in the construction of bridges,
towers, chimneys, power pylons or other supporting structures. Continuous technical
development provides tools for ever-better structure optimisation in terms of maximizing
strength while reducing weight and costs of construction and exploitation [1]. Assessment
of the technical state of such structures is one of the most important ways to ensure
structural integrity, security and to avoid major financial losses caused by failures [2].

Among the most popular and responsible engineering structures, the power line
supporting structures deserve special attention since power line breakdowns have serious
technical and financial consequences [3,4]. Due to a lack of knowledge regarding the
weakest link (the particular pole), usually the renovation is carried out for the whole
line. Moreover, weakening of the load capacity of a single supporting structure (e.g., due
to incorrect welds, loose screw connections, too shallow foundations, poorly recognised
type of soil) affects the reliability of the entire line, which consists of hundreds or even
thousands of such supporting structures [5,6]. It is typical for failures of transmission lines
to be experienced by thousands of people, to last from several hours to several days, and to
have a wide territorial range and destructive effects on all areas of life, including industry
and transport [7,8]. In practice, they mean paralysis of cities and entire regions.
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Nowadays, repairs of transmission lines are carried out at the time when a failure
appears or based on the resources determining the statistical time between consecutive
repairs. Replacing repairs performed after the failure of a resource with repairs resulting
from the precise recognition of the system’s technical condition result in the reduction in
the number of renovated poles while preserving the reliability of the whole line to be close
to the reliability of a new one [9]. Such a renovation strategy has already found application
in the aviation industry, where many years ago the service-life estimates were abandoned
in favour of the non-destructive diagnostic tests or embedded SHM (Structural Health
Monitoring) systems [10,11]. In the case of power lines, the change in the repair strategies
implies a reduction in materials used for renovation, such as steel (profiles), paints, solvents
and propellants used by repair crews for transport and technological purposes (welding,
earthworks). Increasing the reliability of the line, and hence, reducing the number or
virtually eliminating the failures, brings about a huge benefit for the environment due to the
lack of environmental costs associated with emergency power generation by less efficient
sources, e.g., small backup generators. The environmental burden resulting from the
interrupted industrial processes (in chemical plants, cement and sewage treatment plants,
and electrostatic precipitators), as well as the generation of additional vehicular traffic as a
result of breaks in railway traffic, switching off traffic lights, etc., is also avoided [12].

Among many different methods of fault detection, due to the simplicity of their us-
age, the most popular methods are the methods based on the analysis of vibroacoustical
phenomena [13–15]. Based on the dynamic system responses, it is possible to extract the
unique information indicating damage initialisation and propagation. Frequently, dis-
cussed methods also allow for detection, location and assessment of damage size [10]. In
the literature, there are numerous reported vibration-based diagnostic methods that do not
depend on modal models. Pascual et al. [16] introduced the FDAC (Frequency Domain
Assurance Criterion) and FRAC (Frequency Response Assurance Criterion), which are
estimated by operating directly on the frequency response functions. Quantification of
the level of correlation between the models of the damaged and the undamaged system
allows for damage detection. In [17], Worden presented a damage identification method
that employs a transmissibility function. As the method main advantages the possibility of
examining objects under operating conditions on the basis of the vibroacoustic signals and
the lack of the necessity of a numerical model formulation can be considered. Other tech-
niques based on a transmissibility function estimation were presented in [18,19]. Taajobian
et al. [20] proposed a fault-diagnosing method for mechanical parts based on the statistical
techniques and artificial neural network that allow for the extraction of information from
the vibroacoustic data. The technique is low cost, quick and very accurate. A wide range
of diagnostic vibration-based methods are techniques based on modal models. They find
applications in structural health monitoring and allow the detection and assessment of
damage by observing changes in the modal parameters of the considered system, such as
natural frequencies, mode shapes and modal damping factors. Modal analysis is used to
investigate the technical state of many different objects such as wind turbine blades [21],
engine cylinder blocks [22], bridges [23], reinforced concrete containers [24], masonry struc-
tures [25], composite components [26] and many others. Historically, novel solutions in the
field of construction state monitoring have been introduced mainly in the areas threatened
by the occurrence of natural disasters and unfavourable geological structures, as well as in
cases of the longest, highest and largest engineering facilities in the world. In the following
years, monitoring of technical conditions has begun to be introduced to facilities with a
high risk of loss of load-bearing capacity, where a failure would threaten health or life. Such
structures include mainly hanging bridges and skyscrapers [27,28]. In the case of bridge
crossings of significant lengths of spans, sometimes reaching up to 2 km, the highest care
for the safety of users becomes indispensable, since neglecting any premises for failure may
be catastrophic.

Additionally, the supporting structures of power lines, due to their great economic
importance, are the objects that constitute a significant problem in technical diagnostics.
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Their structures are complex, often composed of more than four hundred beam elements
connected by both welded and screwed connections. Such structures are anchored to the
foundation, which has a significant impact on ensuring the proper dynamic behaviour.

Frequently, it happens that the conditions of the pole’s foundation work change in
the course of exploitation, due to foundation washing, subsidence or underground work
(mining works, construction of tunnels, underground reservoirs, shelters, etc.), which is
why diagnostic tests should also take into account this part of the structure.

On the other hand, the impact of power wires suspended on the pole crown has a
huge influence on the behaviour of the entire structure. Long wires can be treated as
additional resonance systems that can influence the dynamic responses of the poles and
the entire structure of the power line. Both factors, i.e., the influence of foundations and
wires, significantly complicate the analysis of dynamic properties of power line poles since
the measured responses of such constructions combine various phenomena generated by
various mechanisms [29].

The paper is organised in the following way: the first two sections concern the issues
related to condition monitoring and SHM of the power line supporting structures and
the methods of testing the large, full-scale engineering structures. In the third section
the details of the carried out identification experiments are presented. In the following
section the novel method for synchronizing the measured system responses to impulse
excitation is discussed. The results of the investigation into the power line supporting
structure dynamic properties are presented in Section 5. Finally, the paper is summarised
and concluded in the last two sections: “Discussion” and “Conclusions”.

2. Methods of Testing Large, Full-Scale Structures

Testing the large, full-scale structures is usually an expensive and time-consuming
task. A tower testing station allows to verify the design conditions and performance of a
transmission tower under a given static load. The largest stations in India, China, Brazil,
Saudi Arabia and other countries are capable of testing transmission towers more than 70 m
high, with voltage ratings up to 1200 kV. The hydraulic actuators that apply the transverse
loading to the tower can generate the maximum overturning moment from 12,000 to over
60,000 ton.m [30]. In Poland, Szafran [31] performed an experiment in order to establish
the failure mechanism for a 40 m-high lattice telecommunication tower under the breaking
load. These experiments can ensure a higher level of structural reliability for construction,
and validity of major design assumptions and numerical models. However, the static test
cannot provide the full information about the tower behaviour under dynamic loads, which
has boundary conditions that in theoretical models are usually simplified to the rigid or
articulated joints [30,32]. In the case of transmission towers, the influence of conductors on
the construction is also vital.

The major problem related to the experimental dynamic analysis of large, full-scale
construction is to deliver the sufficient amount of energy to the structure over the desired
frequency band. The common approach consists of taking advantage of the operational
conditions that affect the structure which, in the case of towers, is usually the wind. The
studies based on the wind-induced vibrations were performed for steel transmission
towers [33], an RC control tower [34], the 432 m-high Guangzhou West Tower [35], the 610
m-high Canton Tower [36], a super-large cooling tower [37] and others. The experiments
under operating conditions provide the in situ measurements with natural boundary
conditions and excitation. On the other hand, it is assumed that excitation covers the
frequency range of interest, and usually, long time histories are required [38]. Because of
the random character of wind, it is not possible to gain control over this phenomena and,
therefore, the measurements can take a very long time while waiting for a moderate wind.

The controlled excitation can be obtained with the use of shakers or over the course of
the impulse tests. The hydraulic shakers are often applied to experimental investigation
into the seismic response of the reinforced concrete buildings [39]. However, usually such
experiments are limited to the part of the structure due to the size, weight and strength of
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the objects. The shaker testing provides a great variety of input signals, but the experiment
setup is complex while the research itself is time-consuming and expensive due to the need
for an advanced measuring system and highly qualified operator. Impact hammer testing is
a commonly used technique, especially in field measurements. It is relatively inexpensive,
quick, easy to carry out and, what is most important, there is virtually no influence of the
system dynamics on the input [1]. The main issue of this method is to deliver enough
energy in order to induce the vibrations of a large, full-scale structure. Therefore, the very
high peak forces may lead to local damage of the tested structure.

The alternative impulse testing to hammer impact testing is the pluck test, which is
also called “the pull-and-release test”. The application of pluck loading, which is similar
to impact loading, results in excitation of many modes of the structure of interest [40].
This method is typically used in determining dynamic properties of trees [41,42]. Natural
frequencies and damping coefficients were computed from the acceleration time histories
of a freely swaying light pole N96 [43], a monotubular, conical lighting column, a tapered
lighting column, a 30 m-high geo tower [44] and a wind turbine blade [45]. The pull-and-
release method is well suited for linear, lightly damped systems [46]; however, it is not
widely used in the modal analysis of transmission towers.

Experimental investigation into the dynamic properties of large technical structures
usually requires application of the operational techniques. In such a case, in order to
estimate the modal model, the usage of a broadband white noise excitation is assumed.
Frequently, such an assumption is not satisfied in the real exploitational conditions and,
what is more, the excitation amplitudes are often too low. Examination of objects with
the application of random inputs (e.g., wind) makes it difficult to obtain a sufficiently
wide frequency band of the excitation or requires long-term measurements in order to
allow the usage of statistical procedures, which is a certain inconvenience of tests under
the operating conditions. It should be remembered that the sufficient amount of energy
should be supplied to the system to excite all the important mode shapes. It is, therefore,
very important to obtain an additional, and at least partially controlled, force signal. In
the case of the approach presented in this paper, the additional energy associated with
bringing the power line supporting structure out of the equilibrium position by means
of the pretensioned rope and the subsequent release of this tension provides the system
responses in the form of the decaying free vibrations. The literature survey indicates the
lack of commonly used impulse methods in dynamic testing of large, full-scaled supporting
structures.

The measurements provide the response signals only; however, it is important that
the information about the nature of these responses can be additionally used. The classical
processing of response signals with the application of the statistical procedures, leading,
in turn, to the estimation of the modal model on the basis of the correlation function or
spectral densities, introduces an additional bias to the estimators. Introduction of additional
information concerning the nature of the excitation and taking it into account in the course
of the identification procedure should allow for the reduction of this bias. In the research
presented in this paper, additional information about the nature of the excitation was
introduced through the usage of a pseudo-impulse modelling of the excitation of the
considered object’s free vibrations. Normalisation and synchronisation of the assumed
pseudo-impulse made it possible to use the classical formulation of frequency response
functions (FRFs) in the process of modal model estimation. The paper also concerns the
influence of the usage of additional information about the nature of the excitation on the
modal model estimation process. To assess this influence, the results and stabilisation
process of two procedures were compared. In the first estimation procedure, only measured
system responses were used, whereas in the second, additional information concerning the
nature of the applied excitation was taken into account.
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3. Identification Experiment

Experimental research was carried out for the real supporting structure in the con-
tinuous use: twin-conductor, B2-type support of the overhead, high-voltage (110 kV)
transmission line, which allows for the transmission of components of lateral forces re-
sulting from the tension of cables bending at angles different from 180◦. The considered
supporting structure was made of bolted and welded steel angles and was fixed to the
foundation by means of the welded joints and anchors (Figure 1 left). The influence of
the cable tension force related to the temperature or other atmospheric conditions was not
taken into account during the tests.
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Figure 1. Considered B2-type support of the overhead, high-voltage transmission line (left) and
distribution of sensors over the considered structure (right).

The measurements were carried out at an air temperature of approximately 20 ◦C,
in windless conditions. On the supporting structure, after visual inspection, no mechan-
ical damage to the elements and connections of the truss was found. Three triaxial ICP
accelerometers (PZB Piezotronics) were mounted on the three corner angles of the tested
object (Figure 1) and connected to the National Instruments 12-bit measurement card (NI
PCI-6024E 12-Bit DAQ Card). The measurement data were collected in 11 repeated mea-
surement series with a sampling frequency of 10 kHz. In each series, measurements were
made at three selected points on the tested structure in three orthogonal directions of the
assumed Cartesian coordinate system. For the assumed sampling of signals at the level of
10 kHz, time series containing about 146,000 samples were obtained. Signal processing was
performed in the MATLAB environment with the use of the Signal Processing Toolbox and
proprietary algorithms. The modal model parameters were estimated using the VIOMA
toolbox.

In the course of the carried out experiments, the system of interest was excited to
vibrations by tensioning the rope attached to the structure and, subsequently, releasing
it (Figure 2). Measurement points (sensors) and the point of excitation application (rope
attachment) were located in the middle of the structure’s height (in the same cross-section,
Figure 3).

Time histories of system responses to impulse excitation were collected in 11 measure-
ment series. In each series, measurements were performed for the three selected points
on the tested structure in three orthogonal directions of the assumed Cartesian coordinate
system. A sampling frequency of 10 kHz was assumed.
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4. Proposed Method

Non-destructive damage detection and identification methods play a vital role in the
assessment of the physical system’s technical condition. They find applications in the
condition monitoring systems for both newly-developed and worn objects, which are often
on the border of their operational lifetime. Early fault detection and diagnostics allow
for detection of impending emergency states and minimisation of downtime periods [47].
The selection of a suitable identification method from the variety of available methods
depends on the system’s structural and material properties as well as the types of damage
that may arise in the considered system. In recent years, much attention has been paid to
the development of damage detecting methods based on the measurements of acoustic
quantities and vibrations, as well waves propagated in the considered system [47–49].

4.1. Classical Modal Analysis Methods

In the carried out research, the output-only methodology of modal identification was
used. Before determining the cross-spectral densities, the signal sampling was reduced
by decimating it to a sampling frequency of 200 Hz, which resulted in the useful analysis
bandwidth of 100 Hz.

Estimators of cross-spectral densities were computed with the use of the periodogram
method [50] on the basis of all the available 11 measurement repetitions. In order to estimate
the considered system’s natural frequencies and modal damping factors, the LSCE and BR
methods were used [46].

4.2. Proposed Pseudo-Impulse Approach

In the proposed pseudo-impulse approach, additional information concerning the
applied excitation was used. The system of interest was excited to vibrations by tensioning
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the rope attached to the structure and, subsequently, releasing it suddenly. As a result,
after the release of the rope, the structure performed free vibrations related to the system’s
return to the state of equilibrium. From the point of view of data analysis, such a situation
is equivalent to the analysis of the system’s responses to the impulse excitation [51,52]. It
was assumed that in the course of the analysis, the pseudo-impulse was generated and
used for the purpose of the pseudo-frequency response function’s estimation.

The usage of a pseudo-impulse can only make sense in the case of accurate synchroni-
sation of time histories obtained in subsequent partial experiments. In order to synchronise
the measured time histories of system responses, it was necessary to perform the following
computational steps:

1. Selection of the reference signal, on the basis of which synchronisation is carried out;
2. Determination of synchronisation points (cutting times);
3. Signal decimation [53];
4. Addition of a pseudo-impulse;
5. Estimation of the pseudo-frequency response function.

Computational steps required by the proposed method for processing measured
system responses to impulse excitation are presented in the form of a flowchart in Figure 4.

Energies 2022, 15, x FOR PEER REVIEW 7 of 19 
 

 

Estimators of cross-spectral densities were computed with the use of the 
periodogram method [50] on the basis of all the available 11 measurement repetitions. In 
order to estimate the considered system’s natural frequencies and modal damping factors, 
the LSCE and BR methods were used [46]. 

4.2. Proposed Pseudo-Impulse Approach 
In the proposed pseudo-impulse approach, additional information concerning the 

applied excitation was used. The system of interest was excited to vibrations by tensioning 
the rope attached to the structure and, subsequently, releasing it suddenly. As a result, 
after the release of the rope, the structure performed free vibrations related to the system’s 
return to the state of equilibrium. From the point of view of data analysis, such a situation 
is equivalent to the analysis of the system’s responses to the impulse excitation [51,52]. It 
was assumed that in the course of the analysis, the pseudo-impulse was generated and 
used for the purpose of the pseudo-frequency response function’s estimation. 

The usage of a pseudo-impulse can only make sense in the case of accurate 
synchronisation of time histories obtained in subsequent partial experiments. In order to 
synchronise the measured time histories of system responses, it was necessary to perform 
the following computational steps: 
1. Selection of the reference signal, on the basis of which synchronisation is carried out; 
2. Determination of synchronisation points (cutting times); 
3. Signal decimation [53]; 
4. Addition of a pseudo-impulse; 
5. Estimation of the pseudo-frequency response function. 

Computational steps required by the proposed method for processing measured 
system responses to impulse excitation are presented in the form of a flowchart in Figure 
4. 

 
Figure 4. Computational steps of the proposed signal processing method.

The first step of the proposed approach consists of the selection of the reference signals,
on the basis of which data cutting times are determined. On the basis of all the measured
response time histories being available (Figure 5), it was necessary to select the point and
direction for which all measurement repetitions have:

- The best signal-to-noise ratio;
- The steepest slope associated with the increase in response amplitude after the rope

releasing.



Energies 2022, 15, 5707 8 of 18

Energies 2022, 15, x FOR PEER REVIEW 8 of 19 
 

 

Figure 4. Computational steps of the proposed signal processing method. 

The first step of the proposed approach consists of the selection of the reference 
signals, on the basis of which data cutting times are determined. On the basis of all the 
measured response time histories being available (Figure 5), it was necessary to select the 
point and direction for which all measurement repetitions have: 
- The best signal-to-noise ratio; 
- The steepest slope associated with the increase in response amplitude after the rope 

releasing. 

 
Figure 5. System responses at all the available measurement points. 

System responses at all the available measurement points are presented in Figure 5. 
From the point of view of the best signal-to-noise ratio, the third measurement point and 
the OX direction were selected. 

Determining cutting times is an operation that has a decisive impact on the synchro-
nisation of data collected in the subsequent partial experiments. In order not to worsen 
the synchronisation parameters, it should be performed for a natively sampled signal 
since decimation reduces its time-domain resolution. 

In Figure 6, time dependencies between system responses measured at the reference 
point in all the 11 partial experiments are presented. 
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System responses at all the available measurement points are presented in Figure 5.
From the point of view of the best signal-to-noise ratio, the third measurement point and
the OX direction were selected.

Determining cutting times is an operation that has a decisive impact on the synchroni-
sation of data collected in the subsequent partial experiments. In order not to worsen the
synchronisation parameters, it should be performed for a natively sampled signal since
decimation reduces its time-domain resolution.

In Figure 6, time dependencies between system responses measured at the reference
point in all the 11 partial experiments are presented.
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As a reference level, the value of 0.02 m/s2 was assumed. It was assumed that 0.005 s
before the determined point, a marker of excitation was added. Classically, this operation
is associated with setting the pre-trigger for the excitation signal. Time instants associated
with the beginning of the response signal amplitude that increase and reach the assumed
reference level are presented in Figure 7.



Energies 2022, 15, 5707 9 of 18

Energies 2022, 15, x FOR PEER REVIEW 9 of 19 
 

 

Figure 6. Time dependencies between system responses measured at the reference point in all the 
11 partial experiments. 

As a reference level, the value of 0.02 m/s2 was assumed. It was assumed that 0.005 s 
before the determined point, a marker of excitation was added. Classically, this operation 
is associated with setting the pre-trigger for the excitation signal. Time instants associated 
with the beginning of the response signal amplitude that increase and reach the assumed 
reference level are presented in Figure 7. 

 
Figure 7. Time instants associated with the beginning of the response signal amplitude that increase 
and reach the assumed reference level. 

The following step of the discussed algorithm consists of signal decimation. Due to 
the high sampling frequency of 10 kHz, signal dynamics in low frequencies are masked 
by the system behaviour in the higher frequencies. This issue is presented in Figure 8, 
where it is clearly visible that the estimation of modal parameters in the broad frequency 
band makes it possible to stabilise system poles in the high frequency band only. The idea 
of the stabilisation diagram method consists of performing the complete pole identifica-
tion process using the models of increasing order. The symbols used for indicating the 
poles on the diagram have the following meanings: o—new pole, f—stable frequency, d—
stable frequency and damping, v—stable frequency and eigenvector and s—all criteria 
stable. 
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and reach the assumed reference level.

The following step of the discussed algorithm consists of signal decimation. Due to
the high sampling frequency of 10 kHz, signal dynamics in low frequencies are masked by
the system behaviour in the higher frequencies. This issue is presented in Figure 8, where
it is clearly visible that the estimation of modal parameters in the broad frequency band
makes it possible to stabilise system poles in the high frequency band only. The idea of
the stabilisation diagram method consists of performing the complete pole identification
process using the models of increasing order. The symbols used for indicating the poles
on the diagram have the following meanings: o—new pole, f—stable frequency, d—stable
frequency and damping, v—stable frequency and eigenvector and s—all criteria stable.
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In order to improve the discussed situation, signal decimation can be performed [48].
In the course of the signal decimation the low pass filter should be used, which protects the
signal against aliasing [54].
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Measurement data were collected during 11 measurement sessions. In each series, the
object was brought out of equilibrium, and then, after removing the static force, returned
to the equilibrium position by performing free vibrations. Due to the different values
of force leading the system out of balance, the amplitudes of free vibrations in each of
the measurements were different. In order to normalise them, a pseudo-impulse was
introduced, the amplitude of which depended on the maximum amplitude of the signal
selected as the reference. Adding a pseudo-impulse to the previously assumed cutting time
allowed to maintain phase relations for all the time histories for a given experiment session.
Moreover, introduction of the pseudo-impulse allowed for the estimation of the frequency
response function, which should significantly improve the quality of the estimation of
modal parameters. The generated pseudo-impulse should guarantee that it “overtakes”
the beginning of the rise of the slope of all the system response time histories. Therefore,
it was additionally accelerated by 100 ms. Figure 9 shows an example of the generated
pseudo-impulse and response time history.
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The fifth step of the proposed algorithm consists of establishing the pseudo-frequency
response function. Frequency response functions are computed based on the system
responses to the provided excitation. In the case of the considered identification experiment,
the excitation is simulated by the pseudo-impulse, which is treated as the excitation signal.
Measured system responses provide information on the dynamics of the examined object.
In the course of the frequency response function estimation, two approaches minimizing
bias of an estimator can be used: averaging in the time or frequency domain. Averaging
in the frequency domain is used in cases of operational measurements for which it is not
possible to synchronise data collected during the experiment, e.g., due to system excitation
with white noise. A classic example of this type of estimation is the Welch method [55]
or the periodogram method used for estimation of spectral density. In this method the
signal is divided into frames. Each frame is transformed to the frequency domain with
the application of the Fourier transform, and after the transformation, averaged with
subsequent frames. If the data can be synchronised, time-domain averaging can be applied.

For signals with a large noise component, the time-domain averaging approach can
give better signal smoothing effects. In this approach, the estimator of the frequency
response function is obtained by transforming the already averaged signal. As an example
of a common application of time-domain averaging, the impulse test can be considered. In
the approach proposed in the paper, data synchronisation and the use of a pseudo-impulse
also make it possible to use time-domain averaging.
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In Figure 10, the set of synchronised data collected during all the 11 experiments for one
selected measurement point on the structure is presented. Figure 11 shows a comparison of
frequency response functions estimated with the application of the discussed methods of
averaging. It is clearly visible that for both averaging methods, practically the same results
of frequency response estimation were obtained.
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averaging.

The authors’ experience in estimating modal parameters based on the waveforms
in the frequency domain shows that increasing the frequency resolution above 8 spectral
lines per Hz does not improve the quality of the estimated parameters of the modal model.
Therefore, in the performed experiment, the FRF functions were estimated in such a way
that the frequency resolution was at the level of 0.125 Hz. Frequently, the frequency
resolution criterion is also used as an indicator for the selection of the window length in
the time domain.
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The last step of the proposed algorithm consists of the estimation of modal parameters
on the basis of the pseudo-frequency response functions. For this purpose, classical methods
of modal analysis can be used. It should be stressed that despite the usage of classical
modal analysis algorithms, the obtained modal model is not scalable. Such a situation
results from the fact that the pseudo-impulse amplitude was assumed arbitrarily: although
it helps in normalizing the measured signals, it does not allow for scaling them.

5. Estimation Results

In this section, the estimation results in the frequency range from 0 to 100 Hz are
discussed. Apart from the system modal parameters, stabilisation diagrams are presented
as an indicator related to the quality of input data for modal analysis procedures. Due to
the fact that the measurements were carried out at three points on the structure only, it was
not possible to visualise the system’s mode shapes over the course of the analysis.

5.1. Exploitational Approach

An operational approach was implemented due to the lack of the measured excitation
signals. It should be stressed that the exciting force was different for each identification
experiment and, due to its exploitational character, impossible to measure. Two algorithms
for modal parameter estimation were used: LSCE and BR. Estimation results were verified
by means of the stabilisation diagram method. Stabilisation diagrams resulting from the
estimation of modal parameters are presented in Figure 12.
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It is clearly visible that both stabilisation diagrams (Figure 12) are difficult to interpret.
On the one hand, many pole lines are obtained, but on the other hand, the modal parameters
exhibit great variability.

5.2. Application of Pseudo-Impulse

As the result of the pseudo-impulse approach application (Figure 13), the pole lines
are stabilised more clearly than in the case of the operational approach, which indicates less
variability of the estimated modal parameters. In the case of the LSCF algorithm, the lines
are completely clear, without additional calculational poles. It can be assumed that the
introduction of an additional pseudo-impulse signal improved the quality of the estimated
modal parameters in this case.
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Tables 1 and 2 present the results of the modal parameter estimation. In the consecutive
rows, the corresponding poles of the modal model are gathered. As the main comparison
criterion, the frequency at which individual poles appear was assumed.

Table 1. Comparison of modal parameters estimated with the application of classical and pseudo-
impulse methods (modes 1–22).

No.

Frequency (Hz) Damping (%)

Classical Method Pseudo-Impulse Classical Method Pseudo-Impulse

LSCE BR LSCE LSCF LSCE BR LSCE LSCF

1. - - - 1.50 - - - 32.90

2. - - 5.85 - - - 9.89 -

3. - - 5.99 6.16 - - 7.61 1.12

4. 9.82 9.77 10.02 9.94 5.19 3.74 3.90 0.72

5. - - - 11.41 - - - 0.23

6. 13.52 13.22 13.55 13.47 4.64 1.68 2.00 1.27

7. - - - 14.79 - - - 0.05

8. 17.80 17.63 17.41 17.53 3.06 1.72 2.19 0.25

9. - - 17.63 - - - 1.73 -

10. 21.92 - 21.28 - 5.21 - 3.05 -

11. 24.92 23.17 23.53 23.68 3.81 1.00 3.30 0.15

12. - 26.02 24.84 25.61 - 2.55 2.55 0.13

13. 33.64 31.76 33.46 - 3.44 3.31 3.20 -

14. 38.13 36.68 34.48 36.27 2.03 4.27 1.07 0.38

15. 38.80 38.43 38.36 37.78 3.48 1.93 1.70 0.28

16. 39.07 - - 39.83 4.33 - - 0.26

17. 41.70 41.68 41.89 41.93 2.72 3.70 1.75 0.33

18. - - - 43.16 - - - 0.12

19. 46.86 46.57 45.31 44.57 3.35 3.35 2.66 0.04

20. - - 47.77 48.03 - - 2.61 0.34

21. 50.05 49.81 49.83 48.95 0.038 0.44 0.45 0.12

22. 54.33 55.96 53.76 52.57 1.70 3.64 1.52 0.14



Energies 2022, 15, 5707 14 of 18

Table 2. Comparison of modal parameters estimated with the application of classical and pseudo-
impulse methods (modes 23–45).

No.

Frequency (Hz) Damping (%)

Classical Method Pseudo-Impulse Classical Method Pseudo-Impulse

LSCE BR LSCE LSCF LSCE BR LSCE LSCF

23. - - 54.52 53.85 - - 1.74 0.06

24 - - 54.62 55.88 - - 1.24 0.12

25. 57.08 57.50 56.29 57.71 5.10 1.38 2.59 0.17

26. - - 58.95 - - - 1.14 -

27. 61.71 62.31 61.83 61.95 1.08 0.45 0.55 0.10

28. 66.42 - 66.28 66.50 0.83 - 0.49 0.04

29. 69.94 70.28 69.70 69.03 0.88 0.30 0.79 0.03

30. - - 69.72 70.52 - - 0.78 0.11

31. 74.30 - 74.35 75.19 0.92 - 1.04 0.06

32. - - 74.45 - - - 0.82 -

33. 78.03 78.52 77.52 77.84 1.52 0.50 0.75 0.11

34. - - 80.93 - - - 0.76 -

35. - - 81.04 - - - 0.93 -

36. 82.66 83.14 83.78 83.54 1.17 0.58 0.86 0.10

37. 84.28 - 83.99 - 2.86 - 0.84 -

38. - - 85.11 - - - 1.23 -

39. 87.89 87.49 86.83 - 1.59 0.80 1.27 -

40. - - 88.61 - - - 1.34 -

41. - - 91.64 90.76 - - 1.84 0.05

42. 92.97 93.42 93.09 92.98 1.06 1.88 1.90 0.12

43. - - 93.45 94.52 - - 0.75 0.06

44. 97.62 97.72 - 97.23 0.71 0.13 - 0.03

45. - - 98.09 98.22 - - 0.67 0.08

For the purposes of the modal model estimation, in both considered cases, two es-
timation algorithms were selected. In this way, it was checked whether the choice of a
specific implementation of the modal analysis algorithm had no direct influence on the
obtained modal model. When reviewing the data in the tables of results, it seems that in
both considered cases, both algorithms worked in a consistent manner and the obtained
results were related to the interpretation of information carried by the dynamics of the
tested object.

6. Discussion

For the operational approach, the LSCE (Last Squares Complex Exponential) and BR
(Balanced Realization) algorithms were assumed, while in case of the approach with the
pseudo-impulse the LSCE and LSCF (Last Squares Complex Frequency) algorithms were
applied. The LSCE algorithm requires the analysis of the set of decaying waveforms of the
responses of the tested system, thus in this case it was an obvious choice. The operational
version of this algorithm is based on the autocorrelation and cross-correlation functions
as input. In this case, the data pre-processing procedure for the algorithm is described in
Section 4.1. According to that procedure, for the purposes of the correct normalisation of
the data, it is necessary to determine the power spectral density and cross-power spectral
density functions for the measured system responses, where one of the arbitrarily selected
responses is treated as a normalizing signal. Then, after the averaging, the frequency
waveforms are transformed back to the time domain. The BR algorithm is also performed
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in the time domain for the correlation functions. In this algorithm, the determination of the
stochastic subspace and its analysis are of key importance.

In the case of the data analysis based on the assumed pseudo-impulse, correlation
analysis was avoided. In this case, the normalisation was performed not on the basis
of arbitrarily selected response characteristics, but by controlling the maximal values of
amplitudes obtained by means of introducing the initial tension in the exciting system.
Moreover, application of the pseudo-impulse made it possible to use the classical procedure
of determining the frequency response functions (FRFs). Additionally, in this case, for the
purposes of applying the LSCE algorithm, it was necessary to perform the transformation
back to the time domain and to use the impulse response functions. However, in the case of
the LSCF algorithm, also known as POLYmax implementation, transformation back to the
time domain was not required due to the fact that the LSCF algorithm is performed in the
frequency domain. Nowadays, the LSCF algorithm is recognised as one of the most stable
algorithms for modal analysis, characterised by obtaining very clear stabilisation diagrams
that minimise the operator’s influence on their interpretation.

Analysis of the modal model parameters’ estimation results in the considered cases
proved that the application of the pseudo-impulse improves the conditioning of the input
data. It results in the better readability of stabilisation diagrams, as well as in a better
stabilisation of the poles that are not clearly represented in the input data. The comparison
of stabilisation diagrams for the classical and proposed approach shows that the usage
of the pseudo-impulse results in stabilisation of the pole lines for the lower order and
appearance of the stable pole lines, which are absent in the case of the classical operational
approach. Clearly, the analysis of stabilisation diagrams results directly in the number of
poles listed in Tables 1 and 2. The most important cases are the ones in which the analysis
based on the applied pseudo-impulse allows for the visualisation of poles which are non-
detectable in the case of the classical analysis. In this case, in the analysed frequency range,
the following poles can be indicated: 20, 23, 24, 30, 41, 43 and 45, which were estimated
only by means of the proposed procedure. It should also be stressed that in other cases,
where the poles are estimated by all the algorithms used in the test procedure, the obtained
modal parameters are stable and repeatable.

7. Conclusions

Examination of dynamic properties of large technical structures with the application of
random excitation usually does not meet the requirements concerning sufficient broadband
energy excitation. On the other hand, the commonly used impulse methods often require
good repeatability and/or input signal measurement. In this paper, the authors proposed
the pseudo-impulse method that allows to determine modal parameters of large, lightly
damped constructions. The experiment was conducted for a full-scale transmission tower,
and the results obtained by the proposed method and classical methods were compared.
The conclusions drawn from the study are summarised as follows:

1. The proposed method is suitable for investigation into dynamic properties of large,
lightly damped mechanical structures, such as supporting structures of power lines.

2. In comparison to the methods in which operational excitation is used, in the proposed
approach vibrations of the structure of interest are forced by means of wide-frequency-
band excitation, providing enough energy to excite individual natural mode shapes
in the tested range. A single measurement series is short and there is no need to wait
for the appropriate operating conditions (e.g., wind).

3. The input parameters (rope release time and pulling force) are unknown and different
in each test. The pseudo-impulse method is independent of the excitation parameters.

4. The most important steps of the developed algorithm are the synchronisation of the
output signals in the time domain and the amplitude normalisation, which enable
averaging the characteristics from individual measurements.

5. The stabilisation diagrams show that the usage of the pseudo-impulse results in
stabilisation of the pole lines for the lower order and appearance of the stable pole
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lines, which allows for the visualisation of poles that are non-detectable in cases of
classical analyses.

6. The modal parameters obtained by the application of the proposed method can be
used for the purposes of non-destructive diagnostics and monitoring of the technical
condition of the large, full-scale constructions in order to improve the safety and
reliability of their exploitation.
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