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Abstract

:

In this paper, the performance of a high-temperature polymer electrolyte membrane fuel cell (HT-PEMFC) was modeled using literature data. The paper attempted to combine different sources from the literature to find trends in the degradation mechanisms of HT-PEMFCs. The model focused on the activation and ohmic losses. The activation losses were defined as a function of both Pt agglomeration and loss of catalyst material. The simulations revealed that the loss of electrochemical active surface area (ECSA) was a major contributor to the total voltage loss. The ohmic losses were defined as a function of changes of acid doping level in time. The loss of conductivity increased significantly on a percentage basis over time, but its impact on the overall voltage degradation was fairly low. It was found that the evaporation of phosphoric acid caused the ohmic overpotential to increase, especially at temperatures above 180 °C. Therefore, higher temperatures can lead to shorter lifetimes but increase the average power output over the lifetime of the fuel cell owing to a higher performance at higher temperatures. The lifetime prognosis was also made at different operating temperatures. It was shown that while the fuel cell performance increased linearly with increasing temperature at the beginning of its life, the voltage decay rate increased exponentially with an increasing temperature. Based on an analysis of the voltage decay rate and lifetime prognosis, the operating temperature range between 160 °C and 170 °C could be said to be optimal, as there was a significant increase in performance compared to lower operating temperatures without too much penalty in terms of lifetime.
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1. Introduction


With the expansion of power-to-X (PtX) technologies [1], especially for the production of renewable methanol from renewable electricity and CO2 [2], high temperature polymer electrolyte membrane fuel cells (HT-PEMFC) are gaining rising attention as candidates to readily utilize this easy-to-transport renewable liquid fuel [3]. Therefore, they are being explored for various applications, such as backup [4], auxiliary power units (APU) [5], micro-combined heat and power generation ( μ CHP) [6], automotive (both as range extenders and main power units) [7,8] and for maritime applications [9].



One of the main practical advantages of HT-FEMFCs compared to low-temperature PEM fuel cells (LT-PEMFC) is their ability to operate on reformate gas instead of pure hydrogen, without the need for a prepurification step. HT-PEM fuel cells can tolerate CO poisoning of up to 30,000 ppm and sulfur contamination of up to 20 ppm compared to a maximum of 30 ppm and less than 10 ppm, respectively, in low-temperature PEM fuel cells (LT-PEMFC) [10]. Therefore, among fuel cell systems based on a reformate fuel, HT-PEMFCs can allow a more compact configuration as there is no need for either gas cleaning or humidification. This also means that the existing fuel distribution infrastructure can be utilized with only minor modifications for renewable liquid fuels, such as methanol. From a system point of view, operating at higher temperatures also comes with easier heat management and better options for waste heat recovery for increased system efficiency [11]. One major drawback compared to low-temperature PEM fuel cells (LT-PEMFC) is the accelerated degradation as a result of the higher operating temperatures. It is also known that HT-PEMFCs degrade faster under cycling operation modes, such as load cycling [12], potential cycling [13], thermal cycling and start/stop cycling, which can exacerbate the degradation of an HT-PEMFC [12,14]. However, cycling is also detrimental to LT-PEMFCs. Borup et al. [15] investigated whether the number of cycles or the time at high potentials was crucial for voltage degradation due to the cycling of LT-PEMFCs, and found that the number of cycles determined the degradation more than the dwell time at high potentials.



The break-in phase in HT-PEMFC, where the cell is operated at controlled operating conditions at the beginning of its life, is crucial for the voltage decay rate throughout the fuel cell lifetime and can last more than 100 h [16,17]. Generally, following the break-in phase, a voltage degradation of a fuel cell can be divided into three regions according to Buchi et al. [18]: a steep decrease in performance that seems to be of logarithmic behavior, followed by a moderate decay rate and a mostly linear phase, and a final phase of a steep and exponential increase of the voltage decay rate eventually leading to cell failure. The initial logarithmic behavior followed by a more linear decrease was also found by Schmidt and Baurmeister [19], who called it a “typical” behavior, and similar trend with at least two different regions of voltage degradation rates can be observed in [20,21].



There are different degradation mechanisms by which the above mentioned nonideal operating conditions, such as cycling operation mode affect the voltage decay rate. One such mechanism is the loss of active catalyst area, which is an important degradation mechanism in fuel cells since platinum is used as catalyst. Therefore, any improvement connected to a more efficient and longer use of the Pt catalyst, has an important financial impact, since this contributes significantly to the overall cost of a fuel cell. Particle coalescence, which is the phenomenon by which the nanoscale platinum particles grow over time, was found to be a major contributor to the loss of electrochemical surface area (ECSA) [21]. This can be caused by thermal sintering in the form of particle agglomeration or Ostwald ripening [22]. Ostwald ripening is also found to be favored at elevated temperatures as a result of the thermodynamically driven process that occurs spontaneously as larger particles are energetically favorable over smaller particles [23]. The same can be said for particle agglomeration, where smaller Pt particles migrate and agglomerate to form bigger particles. It has been reported that the formation of soluble ions such as Pt2+ is an important mechanism that leads to catalyst degradation [24].



The loss of membrane conductivity is another important degradation mechanism that can be caused by the degradation of the polymer membrane via the dehydration of the phosphoric acid at higher temperatures and chemical oxidative degradation at higher potentials [25]. This can weaken the mechanical stability of the membrane and exacerbate phosphoric acid (PA) loss from the polybenzimidazole (PBI) membrane through evaporation and through acid movement from the membrane to the catalyst layer (CL) [26]. Furthermore, membrane thinning as a result of these mechanisms can facilitate cross-leakage of the reactant gases [26]. The conductivity of the membrane is determined by several parameters including temperature, acid doping level (DL) and relative humidity [27], where higher levels of all these parameters favor the membrane conductivity. However, compared to Nafion® in LT-PEMFCs, the relative humidity has much less influence on the conductivity of PBI membranes [28,29].



The data in the literature about the effect of contaminated fuel were found to be inconsistent and not sufficient for a proper comparison due to different fuel compositions and varying experimental methods used. Kannan et al. [30] worked with a simulated reformate but followed a unique cycle pattern that is hard to compare to other works. Schmidt [31] experimented with fuel that besides hydrogen consisted of water vapor, CO2, CO and sulfur, but they did not find any difference in voltage decay compared to just hydrogen and water vapor. Nonetheless, the work of Moçotéguy et al. [32,33] suggests that a reformate as a fuel leads to a higher degradation compared to pure hydrogen. It has to be considered that their studies were carried out on a stack level, which might also negatively influence degradation as it includes stack losses distributed over the number of cells. The main degradation mechanism when operating under contaminated fuel can be said to lower catalyst utilization due to the impurities covering the active catalyst area [34].



In this work, a literature survey on the HT-PEMFC degradation mechanisms was done and a lifetime prognosis model that can help predict degradation patterns was prepared. Literature data on Pt particle agglomeration and Pt loss were used to model the degradation due to activation losses, and data on membrane conductivity loss due to phosphoric acid loss were used to simulate the ohmic losses. Moreover, a data-based empirical model for the voltage decay rate was developed and analyzed for different operating temperatures. Table 1 shows a summary of the literature survey on degradation data for HT-PEMFCs, some of which have been used in the current modeling work.




2. Modeling Approach


The aim of this work was to find trends from the literature and obtain some mathematical expressions for the known degradation mechanisms. Therefore, the degradation model and submodels in this paper were based on a literature survey on degradation mechanisms and rates. The investigated mechanisms and the modeling approach are summarized in this section. The data collected from the literature on HT-PEMFC degradation that are summarized in Table 1 were used as the basis for the modeling work. In the table, std represents standard operating conditions, which are the conditions recommended by BASF for MEA break-in and consequently the most commonly used during durability experiments. These conditions are a temperature of 160 °C, current density of 0.2   A /  cm 2   , pressure of 1 atm and anode and cathode stoichiometric ratios of 1.2 and 2, respectively.



A data-based degradation model was developed in MATLAB/SIMULINK. The parameters that influence voltage degradation were identified, and among them it was found that temperature was the most available data in the literature, and therefore, the most suitable parameter to model. The loss of electrochemical active area (ECSA) and the loss of conductivity are important degradation mechanisms in HT-PEMFCs. Therefore, based on the data and the knowledge of the chemical and physical processes that cause these degradation mechanisms, a mechanistic model was developed. Below, the model development steps, tools and assumptions are described.



The model consisted of a performance model, which developed into a degradation model. First, the degradation was described mechanistically based on the mechanisms that caused it and afterwards a fully empirical model based on voltage decay rates was suggested. The work focused on a cell-level degradation, and therefore, possible deviations due to stack behavior were not considered. The following assumptions were used throughout this paper [43]:




	
There are no gradients, i.e., all parameters are considered uniform across the cell.



	
All fluids are ideal and well mixed.



	
The product water at the cathode is in vapor phase.



	
The anode overpotential is neglected.








The modeling approach used in the current work is summarized in Figure 1.



2.1. Fuel Cell Performance Model


The proposed model was based on the Nernst potential lowered by voltage losses [44]. The current work focused on the activation and ohmic losses. The concentration overpotential was not implemented in the model as it was less pronounced at the previously defined standard operating conditions. Moreover, mass transport problems can be mitigated by increasing the stoichiometric ratios [45]. The Nernst potential was calculated according to [44]:


  E =  E °  −   R T   n F   l n  ( Q )   



(1)




where   E °   is the reversible cell voltage (V), R is the universal gas constant (  J / mol · K  ), T is the operating temperature ( K ), n is the number of electrons, F is the Faraday constant (  C / mol  ), and Q is the reaction quotient. The reversible cell voltage is a function of temperature:


   E °   ( T )  =  E 0 °  −  k T  T  



(2)




where   E 0 °   is the reversible cell voltage at standard conditions and   k T   is a temperature coefficient,   0.23 ×  10  − 3      V / K   [46]. The temperature coefficient was derived from the temperature dependence of   E °   and the reaction quotient and Q was calculated as:


  Q =     Π j   a  j   v j    ( t )     Π i   a  i   v i    ( t )      



(3)




where the numerator is the product activities,   a j  , each raised to the power of their stoichiometric coefficient   v j   and the denominator is the reactants’ activities,   a i  , each raised to the power of their stoichiometric coefficient   v i  . All activities refer to a time t.



2.1.1. Activation Losses


The activation losses were calculated according to Tafel’s equation, shown in Equation (4).


   η  a c t   =   R T   α n F   l n  i  i 0   = A l n  i  i 0    



(4)




where  α  is the charge transfer coefficient, i is the current density (A/cm2),   i 0   is the exchange current density (A/cm2) and A is the Tafel slope (V).



The oxygen reduction at the cathode is the slowest activation process in the fuel cell and limits the rate of charge transfer [47], whereas the reaction kinetics at the anode are orders of magnitudes faster in terms of exchange current density [48]. Therefore, the anodic activation overpotential was neglected. The exchange current density was a function of temperature and acid concentration. The implementation was done according to [43], where the acid concentration was expressed as the mole fraction of phosphorous pentoxide (P2O5) as shown in Equation (5). It increases with increasing temperature and decreasing acid concentration. Even though the charge transfer coefficient depends on temperature [49], in the current work it was considered as a constant at 0.5 due to inconsistent literature data where it varied between 0.2 and 0.8 under similar conditions [29,50]. Generally, a high disagreement for both exchange current density and charge transfer coefficient can be noticed in the literature [34,43,46,49]. The exchange current density was defined as follows [43]:


   i 0   ( T ,  y   P 2   O 5    )  =  (  a 0  +  a 1   y   P 2   O 5    )   e   b 0  +   b 1   y   P 2   O 5        T − 373.15   373.15       



(5)




where   y        P 2   O 5          is the molar fraction of P2O5, and a and b are coefficients for exchange current density, given by   a 0   = 6.8462 × 10    − 5   ,   a 1   = −2.2910 × 10    − 4   ,   b 0   = 7.9650 and   b 1   = 2.1203.




2.1.2. Ohmic Losses


The ohmic overpotential was implemented in the form of Ohm’s Law, Equation (6), which in this work was assumed to refer to the membrane resistance alone and neglected the contribution of the catalyst layer (CL) and gas diffusion layer (GDL).


   η  o h m   = r i  



(6)




where r is the area specific resistance (  Ω  cm 2   ), which is a function of temperature and acid doping level (DL).



Finally, the resulting cell voltage was obtained by subtracting the losses (Equations (4) and (6)) from the Nernst potential Equation (1)):


   E  c e l l   = E −  η  a c t   −  η  o h m   = E − A l n   i  i 0    − r i  



(7)









2.2. Degradation Model


The degradation was modeled according to two approaches: a mechanical–chemical model based on the theory of the processes that occur in a fuel cell and an empirical model based on data from the literature on voltage decay rates. The mechanistic degradation model included the voltage degradation due to the loss of catalyst activity and due to the loss of conductivity, i.e., activation and ohmic losses, respectively. These are the two main overpotentials and they represent a sufficient basis for fuel cell degradation at lower load operations. Any degradation due to a higher concentration loss was neglected. Therefore, the model was limited to the low current density region and a sufficiently high stoichiometric ratio had to be ensured in order to minimize mass transport losses.



The empirical model was based on voltage decay rates collected from the literature data (see Table 1). As temperature was found to have a major influence on voltage degradation and was fairly well researched compared to other parameters, it was the parameter that was used in the empirical model. It also influences both particle agglomeration and phosphoric acid evaporation.



The degradation model was constructed such that it only described decreasing performance over time, i.e., the typical activation phase (break-in) that a fuel cell undergoes at the beginning of life and that actually results in a performance increase (of up to 5–15% in some cases) was not described [17,33]. Time 0 h was assumed at the point of maximum performance, even if the cell may have already operated for some time. Furthermore, events such as emergency stops or maintenance time were not specifically modeled. However, since the literature data used in this work did not correct the data with respect to these events [33,36], it can be said that the influence was already included in the data.



Finally, the degradation here was considered to be irreversible, and even though there are ways to counter degradation, such as reconditioning the fuel cell or replacing components, no measures were taken to repair or revert degradation in the studies considered for this work.



2.2.1. Mechanical–Chemical Degradation Model



Activation Losses


The loss of catalytic activity was modeled through the loss of ECSA. This work focused on the modeling of the mechanisms of catalyst particle agglomeration and catalyst mass loss. It was assumed that ECSA loss only affected the activation overpotential, which was modeled as a function of the Tafel slope, the current density and the exchange current density (see Equation (4)). Moreover, the model only considered the cathode as these mechanisms were found to mainly occur there [15,51,52]. The Tafel slope was assumed to be constant at constant operating conditions, which meant that at a fixed output current, the parameter that could change with time was the current density. This approach introduced a degradation factor as a function of time that was multiplied by the current density and therefore made the activation overpotential a function of time as follows:


   η  a c t    ( t )  = A l n   i   i 0  a  ( t )      



(8)




where   a ( t )   is the degradation factor that describes the ratio of ECSA per unit geometric area and is therefore dimensionless. In this work, the decrease of this ratio as a result of changing catalyst characteristics caused by particle agglomeration and catalyst loss was modeled. Platinum particle agglomeration describes an increase in the mean particle diameter of the particles, where a higher number of particles with smaller diameters are transformed into fewer particles with a bigger diameter. The model only considered the mean diameter of all particles.



In the modeled ratio, the geometric area, denoted by   A  g e o   , was the footprint of the MEA in   cm 2  , calculated by multiplying the length by the height of the cell, while ECSA was the actual electrochemically active area that provides potential triple phase boundaries for the chemical reaction. Both were connected through the surface roughness, which was here defined as ECSA/  A  g e o    and therefore equal to a. Due to manufacturing processes and the behavior of nanoscale particles, the size of the particles influences the ECSA significantly. Hence, the catalyst was modeled as the relationship of the surface area per unit volume of a spherical particle, given in Equation (9). This assumption was a simplification to reduce the complexity of the model, which was also used in the literature and was believed to result in sufficiently small errors for the purpose of this model [34,50].


   S  s p   =   A  s u r f a c e   V  =    4 π  r 2      4 π  r 3   3     =   3   d 2      



(9)




where   S  s p    is the surface area per unit volume of a spherical Pt particle (  cm  − 1   ),   A  s u r f a c e    is the particle surface area (  cm 2  ), V is the particle volume (  cm 3  ), r is the particle radius (cm) and d is the particle diameter (cm).



Similarly, the surface area per unit mass of Pt was calculated through the density as:


   S  P t   =    A  s u r f a c e    V ×  ρ  P t      =   3    d 2   ×  ρ  P t       



(10)




where   S  P t    is the specific platinum surface area (   cm 2  / g  ) and   ρ  P t    is the density of platinum,   21.45   g/cm3. The relationship between the geometric area and the platinum mass was given through the loading:


   L  P t   =    m  P t    A  g e o      



(11)




where   L  P t    is the Pt loading (  g /  cm 2   ). By combining Equations (10) and (11), a factor that relates the ECSA to the geometrical area based on characteristics of the platinum catalyst could be found:


  a =  L  P t    S  P t    



(12)







In other words, assuming a constant Pt density of   21.45   g/cm3, the amount of ECSA per unit geometric area could be calculated, and therefore, the degradation factor could be obtained for given platinum loading and the particle diameter. This way, the change in diameter with time was more straightforward and represented particle agglomeration. As the diameter increased, the specific surface area per unit mass decreased and so did the ECSA, resulting in an increase in activation losses. In this work, empirical data of particle evolution were used to describe the Pt particle growth.



The other identified mechanism that affects the activation losses is the loss and lower utilization of active catalyst material. Through mass conservation, it can be stated that the total mass of platinum in the system has to be maintained:


   m  P t   =  m  a c t i v e   +  m  l o s s    



(13)







With respect to the initial platinum loading, the relevant active catalyst mass was therefore determined through:


   m  a c t i v e    ( t )  = u  ( t )   (  m  P  t  i n i t i a l     −  m  l o s s    ( t )  )   



(14)




where   u ( t )   is the utilization factor.



The active mass can be considered attached to the carbon support and the lost mass is detached or relocated where it cannot be utilized as a catalyst anymore. The usable attached mass is furthermore reduced by a utilization factor, leading to the active mass. The utilization factor accounts for the partial coverage of the surface by carbon. A reason for detachment and partial coverage can be found in carbon corrosion. With the loss of active catalyst material, the loading per unit geometric area decreases. This model considered the decrease of platinum loading to cover all causes of catalyst material loss.



Together with particle agglomeration, the degradation factor for the time-dependent activation overpotential becomes:


  a  ( t )  =     m  a c t i v e    ( t )    A  g e o       3     d ( t )  2    ρ  P t       



(15)







This allowed us to model the time dependency of the activation loss due to particle agglomeration and catalyst material loss.




Ohmic Losses


Conductivity is considered to be only associated to ohmic losses, i.e., the activation overpotential is not affected [53]. The only contributor to the ohmic overpotential degradation in this model was the membrane and as the mechanism contributing to the loss of conductivity of the membrane, phosphoric acid (PA) leaching was implemented as acid evaporation. Similar to the other parameters, the break-in phase, where the conductivity might increase due to the evaporation of excess PA, was not modeled [18,27].



Therefore, the ohmic overpotential could be modeled as a function of time as follows:


   η  o h m    ( t )  = r  ( t )  i =    δ m    σ m   ( t )     i  



(16)




where r(t),   δ m   and    σ m   ( t )    are the area specific resistance i (  Ω  cm 2   ), membrane thickness ( cm ) and membrane conductivity (  S / cm  ), respectively. A linear dependence on the temperature is suggested, and to obtain the conductivity as a function of both temperature and acid doping level, a multiple regression was carried out. The best fit was found according to Equation (17) with the parameters in Table 2 and an   R 2   value of 0.9958. In this work, it was assumed that the membrane only consisted of PBI and H   3  PO   4  .


   σ m   ( T , D L )  =  p 00  +  p 10  T +  p 01  D L +  p 11  T D L +  p 02  D  L 2   



(17)




where   D L   is the acid doping level per repeat units of PBI (PRU) defined as:


  D L =    M ( P A )   M ( P B I )    ⇒ D L =    m  P A    (  m  P B I   × 0.3182 )     



(18)




where   M ( P A )  ,   M ( P B I )   and   m ( i )   are the molar mass of PA (M      H 3   PO 4      = 98 g/mol), molar mass of PBI (M      C 20   H 12   N 4      = 308 g/mol) and area specific mass of species i (g/cm2), respectively.



The area specific mass of phosphoric acid in the membrane as a function of time can be expressed as:


   m  P A    ( t )  =  m  P A , 0   − ∫ ε d t  



(19)




where   m  P A , 0    and  ε  are the initial specific mass (g/cm2) and the evaporation rate of PA (g/cm2h), respectively. For example, an initial DL of 5 and an area specific mass of 6 g/cm2 PBI would lead to a specific mass of PA of 9.55 g/cm2. These evaporation values represent a realistic estimate of the membrane parameters [53] and were found to depend on temperature. Unlike the assumption made on the catalyst degradation and the activation overpotentials, here, both anode and cathode sides were considered, with the cathode evaporation being more dominant.



Additionally, the thickness of the membrane was assumed to be constant, although it was acknowledged that membrane thinning could occur. Generally, PBI conductivity (S/cm) is a function of the acid doping level, temperature, pressure and relative humidity [54]. However, since PA is the main proton conduction medium in PA-doped PBI membranes, the influence of RH was neglected in this work.



Finally, based on Equation (7) a time-dependent cell voltage considering both activation losses and ohmic losses could be expressed as:


      E  c e l l    ( t )      = E −  η  a c t    ( t )  −  η  o h m    ( t )           = E − A l n   i   i 0  × a  ( t )     −    δ m    σ m   ( t )     i     



(20)




where a(t), the degradation factor for the time-dependent activation overpotential, is given in Equation (15) and   δ m   and   σ m   are the membrane thickness (cm) and membrane conductivity (S/cm), respectively.




2.2.2. Temperature Dependence of Voltage Degradation


The second approach modeled the voltage decay rate as a function of temperature. The dependence of the degradation rate on temperature under steady-state operation (a fit based on literature data) could be expressed as:


   η T   ( T )  = 1.336 ×  10 10   e  −    3678  T − 273       + 5  



(21)




where   η T   is the voltage decay rate (  μ V / h  ). The voltage decay rate as a function of temperature was then used to calculate the cell voltage over time as:


   V  c e l l    ( t )  =  V  B o L   − t  η T  ×  10 6   



(22)




where   V  B o L    is the cell voltage at the beginning of its life.



If the contribution of the ohmic losses are neglected and it is assumed that the activation overpotential is responsible for the total voltage degradation, Equation (23) can be solved, for an alternative approach of calculating the activation overpotential.


   η  a c t , a l t   =  η  a c t , n o  d e g r a d a t i o n   + t  η T  ×  10 6   



(23)







In order to further compare this empirical model with the mechanistic model in this work, a hypothetical ECSA loss factor f can be calculated according to Equation (24) with all variables having the same meaning as in Equation (4).


  f  ( t )  = i    i 0   e     η  a c t , a l t   A       − 1    



(24)







Compared to Equation (4), the factor f can be interpreted as a decrease in ECSA at a constant voltage decay rate.






3. Results and Discussion


The aim of this modeling work was to obtain trends for the main degradation mechanisms of HT-PEMFCs using data collected from the literature. First, a sensitivity analysis was carried out in order to identify crucial parameters. If not stated otherwise, the simulations were carried using the parameters in Table 3.



3.1. Activation Losses


3.1.1. Particle Agglomeration


The investigation of Pt particle diameter evolution over time and a comparison of the effects of different operating conditions are scarce in the literature. Figure 2 shows the experimental results of the evolution of the diameter with respect to the initial size over time that was calculated from the available literature data. The data were at fixed operating temperatures and included data from low-temperature PEMFCs for comparison. Since the initial mean particle diameter might be different for the different sources, only the evolution of the ratio of the diameter with respect to the initial size were calculated and plotted over time.



It can be seen that there is a tendency of a faster and higher agglomeration at elevated temperatures, which is to be expected due to favorable conditions for particle agglomeration. A logarithmic trend can be observed from the two low-temperature experiments (Buchi (70 °C) [18] and Borup (80 °C) [15]). Their findings are coherent in their magnitude compared to other values in the field. Other experiments carried out at high temperature do not obviously suggest the same evolution, but some at least show the same tendency. Zhai et al. [17] discussed the same trend in their work. As it can be seen, the mean diameter grew rapidly within the first 300 h and already started to flatten out during the last 220 h of their experiment. They stated that the ECSA (measured by CV) decreased by about 55% within the first 300 h, followed by another 5% during the following 210 h and then remained unaltered for the remainder of the tests. Following these trends, it seems that the particle agglomeration flattens out already in the early stages of the experiments.



In an experiment outside the fuel cell context, Bett et al. [57] investigated platinum particle growth on a carbon support under varying operation parameters, such as temperature, potential and platinum loading. They investigated the evolution of the mass-specific surface area over time and found the same logarithmic behavior, where, after a steep decrease of the surface area due to particle growth, the rate approached zero and remained constant. The terminal mass-specific surface area was found to be dependent on the temperature but not on platinum loading and higher temperatures led to a lower surface area.



Hansen et al. [22] investigated the mechanisms behind the sintering of nanoparticles. They found that the dispersion of a catalyst decreased in stages, first mainly due to Ostwald ripening, then due to agglomeration and agglomeration contributions. They concluded particle growth at high temperatures (900 °C) continued for several thousands of hours, but for processes at lower temperatures it was more likely to reach a quasi-equilibrium state. HT-PEM fuel cells operate at relatively low temperatures, which makes reaching a quasi-equilibrium state a fair assumption in this context. Therefore, a logarithmic behavior was decided to be sufficient for the model, Equation (25). This logarithmic fit of the evolution of the particle diameter in time is shown in Figure 3a. The lowest   R 2   value for the fit was 0.9522, for [26].


    d  d 0     ( t )  = a l n  ( b  ( t + c )  )   



(25)







Additionally, two comparative studies for particle growth under different temperatures from two studies are shown in Figure 3b. Borup et al. [15] carried out an experiment in a low temperature regime. The probe was exposed to 1500 potential cycles from 0.1 V to 0.96 V for each temperature step between 60 °C and 120 °C. One cycle lasted 20 min, which corresponds to 500 h for the complete experiment. Oono et al. [39] also investigated the temperature effect on particle growth. Their experiment was carried out in steady-state operation at 0.2 A/cm2 and elevated temperatures. It can be seen that the results vary considerably. The findings of [39] are not in accordance with what the results from [15] would suggest for those temperatures. However, it can be noticed that the ratios vary with a similar magnitude according to the temperature difference in both publications, i.e., the high temperature experiments show a ratio increase of 0.50 over a temperature difference of 40 °C after a comparable time span. Between 60 °C– 100 °C and 80 °C– 120 °C, the ratio increases by 0.64 and 0.68, respectively, and the plots of the data suggest a linear dependence between temperature and particle growth, given in Equation (26):


    d  d 0     ( t )  = a T + b  



(26)







Finally, a multiple regression was carried out in order to obtain the diameter as a function of both time and temperature. The fit was implemented as a polynomial with three degrees for the logarithmic time dependency and one degree for the linear temperature dependency. The resulting formula to calculate the diameter ratio can be seen in Equation (27), which was found to describe the small quantity of data best.


    d  d 0     ( t , T )  =  p 00  +  p 10  t +  p 01  T +  p 20   t 2  +  p 11  t T  



(27)







The fitting parameters for Equation (27) are given in Table 4.



Although the R   2   value of 0.9570 is fairly high and suggests an accurate fit, the value has to be handled with care. Due to the third-degree polynomial description of the logarithm, the curve flattens and eventually decreases after the steep increase at the beginning. The polynomial was chosen due to the limited fitting options with so few data. The fit itself only described the first phase sufficiently; afterwards the growth rate was held constant according to the long-term behavior by a memory block construction in MATLAB/Simulink.



Figure 4a shows the activation overpotential for three different temperatures over time. The initial voltage loss decreases with increasing temperature from almost 0.25 V at 130 °C to a little more than 0.21 V at 190 °C. Although the difference decreases with time, the higher temperature is always favorable. The reason for this is most likely the enhanced reaction kinetics at higher temperatures. On the other hand, the Pt particle diameter that describes Pt agglomeration increases with an increase in operating temperature as shown in Figure 4b. Therefore, the higher operating temperature increases the fuel cell performance by increasing the fuel cell reaction kinetics, but at the same time, it exacerbates Pt agglomeration.




3.1.2. Loss of Active Catalyst Material


Another contributor to the loss of ECSA, and hence, to activation losses, considered in this work was the loss of catalyst material, which was modeled according to Equation (14). Figure 5 shows the contribution of the catalyst mass loss to the total loss of ECSA over 20,000 h of operation. To achieve this the ECSA loss due to particle agglomeration was assumed constant in Equation (15) for the entire duration and different catalyst mass losses were considered.



It can be seen that particle agglomeration alone already decreases the ECSA to 25% after 20,000 h. Assuming a loss of active catalyst mass of 10%, the ECSA becomes less than 20% of the initial value and the loss of platinum accounts for around 8% of the total ECSA loss. This suggests that the loss of active catalyst material might not contribute considerably to the total loss of ECSA and that other Pt degradation mechanisms, such as Pt agglomeration and coalescence may play more important roles in the activation losses over time.





3.2. Ohmic Losses


As already described, the evolution of ohmic losses in time was modeled as a function of membrane conductivity, which in turn is a function of temperature and acid doping level, Equation (17). The effect of the relative humidity (RH) was neglected throughout this work and more focus was given to the effect of the acid loss as the main proton conduction medium. A detailed study about the conductivity of PBI/H3PO4 was carried out by [27]. The results are recreated in Figure 6a. The RH was set to 20% for 80 °C and 110 °C, 10% for 140 °C and 5% for 170 °C and 200 °C.



Figure 6b shows the results of two PA evaporation experiments along with a fit of Equation (17). A deviation from the experimental data can be seen in Figure 6b, which can be attributed to the fact that the experimental data used from the two different literature sources deviated significantly from each other.



The evolution of the ohmic overpotential over time for different temperatures can be seen in Figure 7. The results show higher ohmic losses at lower temperatures at the beginning of life due to a better membrane conductivity at higher temperatures. At the beginning, the overpotential caused by ohmic losses is lowest at 190 °C at around 0.03 V, which is half as big as the loss at 130 °C. With time, the evaporation of phosphoric acid causes the ohmic overpotential to increase, which is significantly more pronounced at temperatures of 180 °C and above. This leads the ohmic loss at 190 °C to exceed the loss at 160 °C after 4000 h. This confirms that higher operating temperatures, especially above 190 °C, can degrade the fuel cell fast while resulting in a significant performance enhancement at the beginning of life.




3.3. Cell Voltage Degradation


The simulated cell voltage over time at 160 °C is shown in Figure 8, which summarizes the overall degradation given by Equation (20). The simulation reveals a trend that is in good agreement with what is found in the literature [18], with a steep decrease until approximately 1500 h, followed by a linear decrease.




3.4. Effect of Temperature on Voltage Degradation


This section presents the results of the model introduced in Section 2.2.2. The beginning of life (BoL) voltage and degradation rate are plotted as a function of temperature in Figure 9. It can be observed that the BoL performance of the fuel cell increases somewhat linearly with temperature, while the voltage decay rate increases exponentially with increasing temperature, i.e., the voltage decay rate increases only mildly until around 160 °C and then increases dramatically for higher temperature operations. This is also visible in Figure 9b, where the end of life (EoL) voltage after 20,000 h decreases with increasing temperature, while the mean voltage over the lifetime of the fuel cell increases with the temperature until 160 °C, then plateaus until 170 °C to then dramatically decrease for higher operating temperatures to lower values at 190 °C than at 140 °C. These two graphs show that the operating temperature range between 160 °C and 170 °C can be said optimal, as there is a significant increase in performance compared to lower operating temperatures without too much penalty in terms of durability. The trade-off between higher performance and higher degradation that should be considered when increasing the fuel cell operating temperatures was already known from experimental experience. However, to the knowledge of the authors these trends were not described mathematically and the optimal temperatures being between 160 °C and 170 °C were only a rule of thumb based on experience. Therefore, the predictions obtained herein can be used to optimize the fuel cell operating conditions over its lifetime.





4. Conclusions


The aim of this work was to find trends from the literature and obtain mathematical expressions for some of the known degradation mechanisms. A degradation model based on literature survey was developed in this paper. An HT-PEMFC performance model was first developed, and the voltage degradation based on the major influencing operating parameters and underlying mechanisms was added. The model confirmed the patterns of the existing knowledge about the degradation mechanisms in HT-PEMFCs. Moreover, based on literature data, time-dependent mathematical expressions were obtained for the main contributors to the performance degradation of the fuel cell, namely, activation losses and ohmic losses.



In the model, the loss of ECSA and the loss of membrane conductivity were implemented in the form of catalyst particle coalescence and acid evaporation, respectively. The simulations revealed that the ECSA loss was a major contributor to the total voltage loss, while the loss of conductivity increased significantly on a percentage basis over time, although it still had a fairly low impact on the overall voltage degradation.



The effect of temperature on the voltage decay rate was also investigated and it could be concluded that durability decreased with increasing operating temperature. It was shown that while the fuel cell performance increased linearly with increasing temperature at the beginning of the cell’s life, the voltage decay rate increased exponentially with increasing temperature. Based on the analysis of the voltage decay rate, the operating temperature range between 160 °C and 170 °C could be said optimal, as this range was characterized by a significant increase in performance compared to lower operating temperatures (<140 °C) without too much penalty in terms of lifetime such as that seen at the high temperature ranges (>180 °C).



In conclusion, fuel cell degradation is affected by several parameters. Hence, a degradation model and lifetime prognosis that accounts for the different causes can help to evaluate the feasibility of the technology in different applications.
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The following abbreviations are used in this manuscript:







	APU
	Auxiliary power units



	BOL
	Beginning of life



	CL
	Catalyst layer



	DL
	Acid doping level



	EOL
	End of life



	ECSA
	Electrochemical active surface area



	GDL
	Gas diffusion layer



	HT-PEMFC
	High-temperature proton exchange membrane fuel cells



	LT-PEMFC
	Low-temperature proton exchange membrane fuel cells



	OCV
	Open circuit voltage



	PA
	Phosphoric acid



	PBI
	Polybenzimidazole



	PtX
	Power-to-X



	RH
	Relative humidity



	 μ CHP
	Micro-combined heat and power generation



	Greek Letters
	



	 α 
	Charge transfer coefficient



	 ρ 
	Density,   g /  cm 3   



	  η T  
	Voltage decay rate,   μ V / h  



	  σ m  
	Conductivity,   S / cm  



	 ϵ 
	Evaporation rate of PA,   g /  cm 2  h  



	 η 
	Overpotential,  V 



	  δ m  
	Thickness,  cm 



	 λ 
	Gas stoichiometric ratio



	Symbols
	



	  a ( t )  
	Degradation factor



	  a i  
	Reactants activities



	  a j  
	Products activities



	A
	Tafel slope,  V 



	  A  g e o   
	Geometric area of the MEA,   cm 2  



	  A  s u r f a c e   
	Particle surface area,   cm 2  



	  a , b  
	Coefficients for exchange current density



	d
	Particle diameter,   cm 2  



	  E O  
	Reversible cell voltage,  V 



	F
	Faraday constant,   C / mol  



	i
	Current density,   A /  cm 2   



	  i 0  
	Exchange current density,   A /  cm 2   



	  k T  
	Temperature coefficient



	  L  P t   
	Pt loading,   g /  cm 2   



	  m  a c t i v e   
	Total mass of platinum,  g 



	  m  P A   
	Phosphoric acid specific mass,   g /  cm 2   



	M
	Molecular weight,   kg / mol  



	n
	Number of electrons



	Q
	Reaction quotient,   J / ( mol  ·  K )  



	r
	Particle radius (Equation (9)),  cm 



	r
	Membrane resistance,  Ω 



	  r ( t )  
	Area specific resistance,   Ω  cm 2   



	R
	Universal gas constant,   J / ( mol  ·  K )  



	  S  P t   
	Specific platinum surface area,    cm 2  / g  



	t
	Time,  s 



	T
	Temperature,  K 



	  u ( t )  
	Utilization factor



	  v i  
	Reactants stoichiometric coefficient



	  v j  
	Products stoichiometric coefficient



	V
	Particle volume,   cm 3  



	  y       P 2   O 5        
	Molar fraction of P2O5
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Figure 1. A flow chart of the modeling approach in the current work. 
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Figure 2. Evolution of d/d   0   over time from the literature data. Data obtained from Buchi (70 °C) [18], Borup (80 °C) [15], Hu (150 °C) [55], Oono 1 (150 °C) [39], Oono 2 (150 °C) [26], Zhai 1 (150 °C) [56], Zhai 2 (150 °C) [17], Modestov (160 °C) [38], Wannek (160 °C) [42], Qi (160 °C) [51] and Oono 3 (190 °C) [29]. 
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Figure 3. Evolution of d/d   0   and its dependence on temperature. (a) Logarithmic fit of d/d   0   over time. (b) Ratio d/d   0   as a function of temperature. Data from Büchi et al. [18], Zhai et al. [56] and Borup et al. [15] were obtained after 1500 cycles (∼500 h), and data from Oono et al. [39] were obtained after 1029 h and 1250 h at 150 °C and 190 °C, respectively. 
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Figure 4. Temperature dependency of activation losses over time. (a) Activation overpotential over time as a function of temperature. (b) Diameter relative to the initial diameter over time as a function of temperature. 
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Figure 5. Contribution of catalyst mass loss to ECSA loss. 
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Figure 6. Temperature dependency of ohmic losses over time. (a) Conductivity of PBI–H   3  PO   4   at different operating conditions together with fits (recreated from [27]). (b) Phosphoric acid evaporation rate as a function of temperature. Data from Seel et al. [58] and Yu et al. [59]. 
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Figure 7. Ohmic overpotential over time as a function of temperature. 
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Figure 8. Cell voltage over time at 160 °C. 
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Figure 9. Voltage decay rates vs. temperature. (a) BoL voltage and decay rates as a function of temperature. (b) Cell voltage after 20,000 h and mean operating voltage as a function of temperature. 
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Table 1. Literature survey of HT-PEMFC degradation data. std represents recommended standard operating conditions (160 °C, 0.2   A /  cm 2   , 1 atm,   λ  a n o d e   /  λ  c a t h o d e    = 1.2/2), ss is steady state operation, t is time (durability test), T is temperature, cyc is cycling operation and reformate refers to the hydrogen-rich gas produced during methanol-steam reforming process.
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Reference

	
Investigated Parameter

	
Voltage Decay Rate

	
T

	
i

	
   λ anode   /   λ cathode   

	
Cycling/Steady State

	
Fuel

	
Duration

	
MEA




	
(μV/h)

	
(°C)

	
(A/cm2)

	
(h) or (Number of Cycles)






	
BASF [35]

	
t

	
6

	
std

	
std

	
std

	
ss

	
H2

	

	




	

	
cycle

	
47

	
std

	
std

	
n/a

	
2 h on/2 h off

	
H2

	
200 cyc

	
P1000




	

	
cycle

	
35

	
std

	
std

	
n/a

	
2 h on/2 h off

	
H2

	
200 cyc

	
P1100W




	
Galbiati et al. [36]

	
t

	
8.6

	
std

	
std

	
std

	
ss

	
H2

	
950 h

	
P2100




	

	
T

	
19

	
180

	
std

	
std

	
ss

	
H2

	
400 h

	
P2100




	

	
i

	
4.5

	
std

	
0.4

	
std

	
ss

	
H2

	
800 h

	
P2100




	

	
   λ  a i r    

	
8.5

	
std

	
std

	
1.2/4

	
ss

	
H2

	
800 h

	
P2100




	
Hu et al. [16]

	
t

	
150

	
150

	
0.64

	
n/a

	
ss

	
H2

	
500 h

	
own




	
Simon Araya et al. [37]

	
t

	
5

	
std

	
0.22

	
1.2/4

	
ss

	
H2

	
123 h

	
Celtec-P




	

	
fuel impurities

	
900

	
std

	
0.22

	
1.2/4

	
ss

	
5% CH3OH/H2O

	
400 h

	
Celtec-P




	

	
fuel impurities

	
3400

	
std

	
0.22

	
1.2/4

	
ss

	
8% CH3OH/H2O

	
200h

	
Celtec-P




	
Modestov et al. [38]

	
t

	
25

	
std

	
std

	
1.3/1.8

	
ss

	
H2

	
780 h

	
own




	
Moçotéguy et al. [32]

	
t

	
41

	
std

	
0.4

	
1.4/2

	
ss

	
reformate

	
1105 h

	
P1000




	
Moçotéguy et al. [33]

	
t

	
35

	
std

	
std

	
std

	
ss

	
reformate

	
total: ∼650 h

	
P1000




	

	
cycling

	
139/117

	
std

	
0.2/0.4

	
std

	
6 h 0.2/6 h 0.4

	
reformate

	

	
P1000




	

	
cycling

	
54/26

	
std

	
0.2/0.4

	
std

	
12 h 0.2/12 h 0.4

	
reformate

	

	
P1000




	

	
cycling

	
67

	
std

	
std

	
std

	
12 h on/12 h off

	
reformate

	

	
P1000




	
Oono et al. [39]

	
T

	
3.6

	
150

	
std

	
3.7/3.7

	
ss

	
H2

	
>16,000 h

	
own




	

	
T

	
13

	
170

	
std

	
3.7/3.7

	
ss

	
H2

	
6400 h

	
own




	

	
T

	
59

	
190

	
std

	
3.7/3.7

	
ss

	
H2

	
1220 h

	
own




	
Oono et al. [26,29]

	
t

	
3 (t < 14,000 h); 9 (t > 14,000 h)

	
150

	
std

	
3.7/3.7

	
ss

	
H2

	
17,860 h

	
FuMA-Tech




	
Schmidt and Baurmeister [40]

	
t

	
20

	
180

	
std

	
std

	
ss

	
H2 + H2O

	
∼200 h

	
P1000




	

	
fuel impurities

	
20

	
180

	
std

	
std

	
ss

	
reformate

	
200 h

	
P1000




	

	
fuel impurities

	
20

	
180

	
std

	
std

	
ss

	
reformate + Sulfur

	
3200 h

	
P1000




	
Schmidt and Baurmeister [19]

	
t

	
5

	
std

	
std

	
std

	
ss

	
H2

	
6.000 h

	
P1000




	

	
cycle

	
11

	
std

	
std

	
std

	
12 h on/12 h off

	
H2

	
240 cyc

	
P1000




	
Kannan et al. [30]

	
t

	
13.25

	
140

	
0.25

	
1.25/2.5

	
ss

	
reformate

	
>1600 h

	
P1100W




	

	
i/cycling

	
11

	
120–180

	
0.03

	
1.25/2.5

	
cyc

	
reformate

	
4160 h, 1562 cyc

	
P1100W




	

	
i/cycling

	
26

	
120–180

	
0.25

	
1.25/2.5

	
cyc

	
reformate

	

	
P1100W




	

	
i/cycling

	
133

	
120–180

	
OCV

	
1.25/2.5

	
cyc

	
reformate

	

	
P1100W




	
Wannek et al. [41]

	
t

	

	
std

	
std

	
2/2

	
ss

	
H2

	
1000 h

	
custom FuMA-Tech




	
Wannek et al. [42]

	
t

	
25

	
std

	
st

	
2/2

	
ss

	
H2

	
>1000 h

	
FuMA-Tech




	

	
t

	
20

	
std

	
std

	
2/2

	
ss

	
H2

	
order of hundreds

	
FuMA-Tech




	

	
i/cycling

	
180

	
std

	
std

	
2/2

	
load variation

	
H2

	

	
FuMA-Tech




	

	
cycling

	
120

	
std

	
std

	
2/2

	
off 1/d

	
H2

	

	
FuMA-Tech
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Table 2. Coefficients for fitting Equation (17), conductivity of PBI–H   3  PO   4   at different operating conditions (data from [27]).
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	   p 00   
	−0.005812



	   p 10   
	0.0001675



	   p 01   
	−0.007636



	   p 11   
	6.518 × 10   5  



	   p 02   
	0.0005617



	   R 2   
	0.9958
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Table 3. Parameters used in this model if not stated otherwise.
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	Parameter
	
	Value
	Unit





	  α  
	Charge transfer coefficient
	0.5
	



	   A  g e o    
	Cell area
	45
	   cm 2   



	   δ m   
	Membrane thickness
	1 × 10    − 4   
	m



	DL
	Acid doping level
	5
	PRU



	I
	Cell current
	9
	A



	L    P B I , 0   
	Initial PBI loading
	6
	   mg /  cm 2    



	L    P t , 0   
	Initial platinum loading
	0.75
	   mg /  cm 2    



	m    l o s s   
	Loss of active Pt
	0
	mg/(  cm 2   × h)



	p
	Pressure (pan = pcat)
	1
	atm



	u
	Utilization
	1
	



	W    P A   
	PA concentration
	0.95
	



	
	Anode feed
	100% H2
	



	
	Cathode feed
	21% O2 (air)
	



	i
	Current density
	0.2
	   A /  cm 2    
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Table 4. Coefficients for diameter fit of Equation (27). Data for modeling the Pt diameter degradation were obtained from the references in Figure 2.
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	   p 00   
	0.994



	   p 10   
	0.3192 × 10    − 03   



	   p 01   
	7.388 × 10    − 05   



	   p 20   
	−8.016 × 10    − 07   



	   p 11   
	−1.069 × 10    − 09   



	   R 2   
	0.9570
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