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Abstract: Flexible interconnection transformation of a distribution network using all-control power
electronics technology will help to overcome the technical bottleneck of distributed generation (DG)
penetration and high-quality power supply in the traditional distribution network. However, the
flexible interconnection form that uses back-to-back power electronic converters to replace tie switches
has disadvantages such as high cost and large footprint, so its mass promotion and application are
bound to be limited. Therefore, a new topology of flexible interconnected distribution network
with embedded DC system (FDN+EDC) with a better economy is proposed. Firstly, the topology
of FDN+EDC is introduced to improve the controllability level of the distribution network under
high percentage DG penetration, and is compared with the conventional flexible interconnection
method. Secondly, in order to realize the coordinated optimal economic operation of source, network
and load in the FDN+EDC, a dynamic reconfiguration model of switches status and continuous
adjustment of flexible interconnection device (FID) are proposed. Then, to achieve a fast and globally
optimal solution of the model, a hierarchical coordinated optimization strategy is designed based
on an improved particle swarm algorithm for the optimization of discrete and continuous variables.
Finally, the validity of the algorithm is verified, and an 88-node FDN+EDC is constructed to verify
the advantages of the proposed embedded DC flexible interconnection topology and realize the joint
optimal dispatch of network-source-load.

Keywords: flexible interconnection; embedded DC system; hierarchical coordination optimization;
dynamic reconfiguration; optimal dispatch

1. Introduction

The broad consensus of modern society on reducing carbon emissions has driven
the rapid construction of distributed generation (DG) and various new source-load facili-
ties. The increasing abundance and complexity of source-load devices in the distribution
network has posed difficult problems for the control strategy, stability, and economic op-
eration of the distribution network [1]. The traditional distribution network has a single
physical structure and limited control means, which has limitations in system operation
optimization, scalability, and reliability. Among them, the flexible interconnection device
(FID) based on a voltage source converter (VSC) has been widely noticed [2]. This kind
of equipment can transform the traditional distribution network flexibly, and make the
system highly controllable and flexible, which can effectively solve a series of new problems
caused by the access of various source-load devices. Plus, with the application of FID,
the traditional distribution network is gradually changing into a flexible interconnected
distribution network (FDN) [3].

FDN is defined as a distribution network capable of flexible closed-loop operation, in
which multiple regions are connected by FID and have flexible power regulation capabili-
ties [4]. As the key technology in FDN, the research and application of various FIDs have
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become a hot topic. Soft open point (SOP) is a typical FID, which is usually used to replace
the traditional tie switch to realize the flexible closed-loop operation of the distribution
network [5]. As people continue to explore the value of SOP applications, related studies
have proposed more SOP structures and implementations suitable for different scenar-
ios [6,7]. By adopting an appropriate control strategy for SOP, the distribution network can
flexibly dispatch power to realize DG penetration improving [8], feeder load balancing [9],
improvement of power quality [10], reduction of network loss [11], and fault isolation and
fast power transmission [12].

However, the FID represented by SOP is mainly based on fully controlled power
electronic devices with high investment and operation maintenance costs. It is impossible
to completely replace the tie switch in the short term and is not conducive to widespread
promotion, which means that the problem of how to build a reasonable and economi-
cal flexible interconnection topology in the process of comprehensive upgrading of the
distribution network by FID remains to be solved.

In the process of searching for solutions to the above problem, inspired by the SOP-
derived flexible multi-state switch (FMS) [13,14] structure, this paper proposes a new
flexible interconnection topology form in which tie switches and FIDs coexist. On the basis
of retaining the existing distribution network power supply form, it uses the embedded DC
system (EDC) parallel connection to reconfigure the distribution network from the physical
aspect in order to form a flexible closed-loop power supply distribution network form.
Due to the introduction of the DC system, the structure uses a smaller number of fully
controlled power electronic converters, with better economic costs and higher scalability.

Since the tie switch is still completely retained in the new topology, the original
operation control method of the distribution network—network reconfiguration can still
give full play to its advantages. The literature [15–17] uses network reconfiguration and
SOP in conjunction with each other to solve the problems of loss optimization, feeder load
balancing, and DG penetration in the distribution network. However, in these studies,
SOP has been optimized after replacing the tie switch, ignoring the joint optimization in
the coexistence state of tie switches and SOP. In order to solve this problem, a dynamic
reconfiguration optimization model is proposed in the form of fully coexisting tie switches
and FID, and an improved particle swarm algorithm is used for hierarchical coordinated
optimization to obtain the optimal power of FID and switch scheduling operation.

The main contributions of this paper are as follows.

(1) A new topology of flexible interconnection with better economy is proposed to form
a flexible closed loop of the distribution network by EDC, which has high application
value in practical application and is suitable for gradual promotion.

(2) A gap is filled in the optimization problem of dynamic reconfiguration of FDN+EDC
in the form of complete coexistence of tie switches and FIDs, and a hierarchical
coordinated optimization solution method involving an improved particle swarm
algorithm is proposed.

The rest of this paper is organized as follows. Section 2 first introduces the characteris-
tics and advantages of the FDN+EDC. Section 3 proposes a dynamic reconfiguration model
for FDN+EDC, that is, the tie switch and the FID coexist completely. The model solving
method is explained in Section 4. The case study analysis is given in Section 5. Conclusions
are drawn in Section 6.

2. Flexible Interconnected Distribution Network with Embedded DC System

As shown in Figure 1, the current flexible interconnection method used in the FDN
is mainly SOP or FMS that replaces the traditional mechanical tie switch between feed-
ers [18,19], which concentrates multiple converters at the tie switch node and has the
following drawbacks: (1) arranged at the feeder liaison point, the dynamic voltage support
for feeders with a high proportion of DG is insufficient, and it is difficult to solve the
problem of DG penetration capacity limitation on the AC side of the traditional distribution
network; (2) multiple tie switches between multiple feeders require a large number of
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replacement converters, raising construction costs and operating losses; (3) the original
distribution automation system needs to be modified for support, making it difficult to
promote the application.
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Figure 2. Flexible interconnected distribution network with embedded DC system. 

Figure 1. Existing flexible interconnection forms: (a) replacing tie switches with SOP; (b) replacing
tie switches with FMS.

In order to solve the above shortcomings, this paper proposes a flexible interconnection
topology with embedded DC system inspired by the FMS topology in Figure 1b.

2.1. Topology

Figure 2 shows the topology of FDN+EDC. As can be seen from the Figure 2, each VSC
is connected to a node in the power supply area, and is interconnected with the remaining
VSCs through a DC line to form an embedded DC system. The implication of embeddedness
here is that the location of each VSC in each power supply region is not fixed at the end of
each tie switch node or feeder as in most studies. Its node selection can be optimized by
referring to the literature [20,21], so the whole DC system is like being embedded in the
distribution network. Plus, due to the introduction of embedded structures, the original
power supply form of the distribution network is preserved. Similarly, with the increase of
power electronic interconnection devices, the entire distribution network structure has the
flexible closed-loop function, more flexible operation, and higher reliability.
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As shown in Figure 1a, SOP composed of back-to-back converters directly replaces
the tie switch. It uses the largest number of VSCs and has the lowest economy. Although
the topology of this paper is inspired by the FMS structure with the same number of VSCs
used, the EDC topology of this paper is intrinsically different from Figure 1b. First, the
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EDC is directly connected from a certain node of the feeder. The node selection can be
further optimized instead of being fixed at the tie switch node. After that, other areas
are interconnected through the DC line to form a distributed DC network. There is only
active power loss on the DC line, and the reactive power support provided by VSC can be
compensated locally in time. In Figure 1b, the centralized multi-terminal interconnection
at the end of the feeder is connected to the AC system through a section of AC line. The
excess line loss is related to the transmitted power. Due to the distance, the reactive power
support provided by the VSC has some losses on the line, so the topology of this paper
has some advantages in the excess losses caused by power regulation and timely reactive
power support role. Second, the topology in this paper also has advantages in distribution
automation systems. For example, FDN+EDC is directly connected at the load node, and
its communication can directly utilize the original equipment at the load node, while FMS
needs to rebuild the existing communication system due to the distance. Third, in the
embedded DC topology, the DC network is more suitable for a large number of diversified
sources and loads than the centralized multi-terminal interconnected DC part at the end of
the feeder, and its scalability is stronger.

Since the original switchgear still exists, FDN+EDC can use the tie switch and the
segment switch to adjust the power supply area. For example, in Figure 2, DG in power
supply area II is sufficient, while the load in power supply area III is large, so the switch
action can be used to transfer part of the load in area III in priority to expand the power
supply area II.

At the same time, the VSCs in the topology of this paper are not simply similar to
double-ended back-to-back voltage source converters, and their functions are diverse. As
shown in Figure 3, if the power supply area IV is extended due to switch action, the two
connected VSCs have a parallel relationship, the power can be transmitted from the bottom
to the large power supply area IV via these two VSCs, respectively, and the VSCs can be
further optimized in capacity design because of this parallel relationship.
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2.2. Operation Mode

During normal operation, the EDC topology can achieve the same permanent “soft
connection” as other flexible interconnection topologies in each power supply area of the
distribution network, providing continuous active regulation and reactive power support,
achieving feeder load balancing, network blockage relief, voltage quality management,
etc. In addition, due to the presence of the original switchgear, the topology of the power
supply can be adjusted based on the switching action, which is conducive to grid regulation
and operation.
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In the event of a fault in the distribution network, the FDN+EDC can also achieve
the functions of fault isolation, power flow transfer, and power restoration. Likewise, due
to the presence of the original switchgear, tie and segment switches can play a role in
transferring power loads, and the interplay with the EDC topology can achieve an optimal
allocation of VSC capacity in the topology with high technical economy.

From the perspective of distribution network operation and management, the
FDN+EDC achieves a high degree of controllability and flexibility of the distribution
network. Compared with the direct replacement of tie switches by existing FIDs, the
FDN+EDC has the complete coexistence of switches, FIDs and DC networks, which results
in lower costs for flexible interconnection transformation of the distribution networks. Plus,
in order to realize the economic operation in the new topology form, the value benefit from
the coordination and optimization of the EDC in the topology with the existing switch
dynamic reconfiguration scheduling method will be more obvious.

3. Dynamic Reconfiguration Optimization Model

Drawing on the research ideas and methods related to SOP and network reconfig-
uration coordination optimization in the literature [15–17], this section uses the original
network reconfiguration technology of the distribution network for the network dynamic
reconfiguration based on the embedded DC flexible interconnection form proposed in the
previous subsection.

Unlike previous studies, the new topology proposed in this paper increases the di-
mensionality of the problem solution because all the original switches are retained, and the
addition of the DC network makes the system optimization require a more comprehensive
consideration of the role of each component.

3.1. Objective Function

For the economical, safe, and stable operation of the system, this paper takes the
minimum active power loss and AC node voltage offset of the distribution network as the
optimization goal. The objective function is as follows:

min f1 = Ploss =
T
∑

t=1

(
n
∑

i=1
Pt,Loss·AClinei

+
m
∑

j=1
Pt,Loss·DClinej

+
K
∑

k=1
Pt,Loss·VSCk

)
(1)

min f2 = dV =
T

∑
t=1

NL

∑
l=1

(
Vt,l −Vspec

l
∆Vmax

l

)2
 (2)

where f 1 is the active loss, T is the number of periods in the reconfiguration cycle, Pt,Loss·AClinei
is the loss on AC line i at time t, n is the total number of AC lines in operation, Pt,Loss·DClinej
is the loss on DC line j at time t, m is the total number of DC lines in operation, Pt,Loss·VSCk
is the kth converter loss at time t, and K is the number of VSCs in operation. Equation (1)
in the detailed calculation of each loss is shown in Equation (3). f 2 for the total voltage
offset, NL for the number of AC load nodes in the system, Vt,l for the load node l in t time
the actual voltage, Vspec

l for the desired voltage value, generally 1.0 p.u., ∆Vmax
l for the

maximum allowable voltage deviation, where: ∆Vmax
l = Vmax

l − Vmin
l . Vmax

l , Vmin
l are the

maximum and minimum allowable voltage of l-node, respectively, which are set to 1.1 p.u.
and 0.9 p.u. in this paper.

Pt,Loss·AClinei
= I2

t,iri
Pt,Loss·DClinej

= I2
t,jrj

Pt,Loss·VSCk = β
√
(Pt,VSCk )

2 + (Qt,VSCk )
2

(3)
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where It,i is the current of AC line i at time t, ri is the resistance of AC line i, It,j is the current
of DC line j at time t, rj is the resistance of DC line j, Pt,VSCk, Qt,VSCk is the active and reactive
power of the kth VSC at time t, and β is the loss factor, which is taken as 0.02 in this paper.

Since the objective function involves multi-objective optimization, this paper uses
a weighting method to convert the multi-objective into a single objective for optimization,
but the two objective functions have different magnitudes and cannot be weighted directly,
so the two objectives are first normalized to make them comparable.{

P′loss(t) = (Ploss(t)− Plossmin(t))/(Ploss0(t)− Plossmin(t))
dV ′ (t) = (dV(t)− dVmin(t))/(dV0(t)− dVmin(t))

(4)

where Ploss0(t), dV0(t) are the active loss and voltage offset calculated by the power flow in
the initial state at time t. Plossmin(t), dVmin(t) are the optimized values obtained by using the
optimal regulation technique to minimize the active loss and voltage offset, respectively, at
time t as the single objective optimization.

Using the weighted method to process the two objective functions of Equations (1) and (2),
the total objective function is obtained as:

minF =
T

∑
t=1

(λ1P′loss(t) + λ2dV ′ (t)) (5)

where λ1 and λ2 are the weight coefficients of each target, which are greater than or equal
to 0 and satisfy λ1 + λ2 = 1. In this paper, λ1 = 0.6 and λ2 = 0.4 are selected.

3.2. System Constraints
3.2.1. Power Balance Constraints

The power constraints mainly include the power balance at the AC system, DC
network, and VSC in the network, and the expressions are as follows.

1. AC side power balance constraint
∆Pi(t) = Ui(t)∑

j∈i
Uj(t)(Gij cos θij(t) + Bij sin θij(t))− (Pgi(t) + Psi(t)− Pli(t))

∆Qi(t) = Ui(t)∑
j∈i

Uj(t)(Gij sin θij(t)− Bij cos θij(t))− (Qgi(t) + Qsi(t)−Qli(t))
(6)

2. DC side power balance constraint

∆Pdcm(t) = Udcm(t)
ndc

∑
n = 1
n 6= m

Gdcmn(Udcm(t)−Udcn(t))− Pcdcm(t)− Pgdcm(t) + Pldcm(t) (7)

3. Power balance at VSC

Pt,VSCk + Pt,DC·VSCk + Pt,Loss·VSCk = 0 (8)

where ∆Pi(t) and ∆Qi(t) are the active and reactive power deviations of AC node i at
time t, ∆Pdcm(t) is the active power deviation of DC node m at time t, Pgi(t) and Qgi(t)
are the active and reactive power of the power supply at AC node i at time t, Pli(t)
and Qli(t) are the power of the load, Psi(t) and Qsi(t) are the power flowing through
VSC injected into node i at time t. Gij + jBij, θij(t) are the conductance between AC
nodes i and j, phase angle at time t, and Pgdcm(t) and Pldcm(t) are the power supply
and load power at DC node m at time t. Pcdcm(t) is the active power injected into DC
side m by the converter at time t. Gdcmn is the line conductance between DC nodes m,
n. Pt,DC·VSCk is the power injected into its DC side portion by the kth VSC at time t.
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3.2.2. System Security Operational Constraints

The system security operating constraints are as follows.{
Umin < Ui < Umax

Sij < Sijmax
(9)

where Ui is the voltage amplitude of each node in the network, Umin and Umax are the
allowable voltage extremes of each node of the system, respectively; Sij is the line power
and Sijmax is the maximum allowable transmission capacity of the line.

3.2.3. Converter Capacity Constraints

The converter capacity constraints are as follows.{√
(Pt,VSCk )

2 + (Qt,VSCk )
2 ≤ SVSC

k
−µSVSC

k ≤ Qt,VSCk ≤ µSVSC
k

(10)

where SVSC
k is the kth VSC capacity and µ is the VSC reactive power constraint factor, which

is taken as 0.9 in this paper.

3.2.4. Network Topology Constraints

In the reconfiguration process of the distribution network, there should be no line
ringing and islanding in the AC network except the embedded DC system, and the radial
network topology should be maintained.

3.2.5. Switching Action Number Constraints

During the reconfiguration of the distribution network, the service life of the switches
and the switching costs need to be taken into account, so there are constraints on the
number of operations of all switches and individual switches during the reconfiguration.

T
∑

t=1

∣∣xk,t − xk,t−1
∣∣ ≤ xkmax

S
∑

k=1

T
∑

t=1

∣∣xk,t − xk,t−1
∣∣ ≤ xmax

(11)

xk,t, xk,t−1 is the switching state of the kth switch in time period t, t − 1, x takes the
values of ‘0, 1’, ‘1’ is the operating state, ‘0’ is the disconnected state, T is the reconfiguration
time period, S is the total number of operable switches, xkmax is the limit of the number of
individual switch operations, and xmax is the limit of the number of all switch operations
during the reconfiguration time. In this paper, xkmax = 3 and xmax = 45.

4. Solution Methodology

In this section, the problem model is solved using a hierarchical coordinated opti-
mization method involving an improved particle swarm algorithm. The improved particle
swarm algorithm used is first introduced, then algorithm realization is descried to solve the
problem of switching variable optimization in network reconfiguration. Finally, dynamic
reconfiguration rules and hierarchical coordination optimization method between discrete
variables such as switching and continuous variables such as control ability of FID are
presented under the new topological form.

4.1. Improved Particle Swarm Algorithm

Particle swarm algorithms are widely used in network reconfiguration problems
because of its simple programming and high efficiency [22]. In order to overcome the
shortcomings of the traditional particle swarm algorithm which is easy to fall into local
optimum, this paper introduces a shrinkage factor to control the size of the particle motion
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speed [23], which can make the convergence of particle swarm optimization faster and still
move fast in the search space if an optimum point is found in the case of early convergence.
This also reduces the impact of inappropriate choice of upper and lower speed limits on
the performance of the algorithm. The specific expressions are as follows.{

vt+1
id = η(ωvt

id + c1r1(pt
id − xt

id) + c2r2(pt
gd − xt

id))

xt+1
id = xt

id + vt+1
id

(12)

ω = ωmax − (ωmax −ωmin)×
t

Tmax
(13)

where η is the velocity-limited factor, generally taken as 0.729, c1, c2 are the individual
learning factors and social learning factors, r1, r2 are random numbers between [0, 1], pid,
pgd represent the individual extremes and global extremes, respectively, ωmax and ωmin are
the maximum and minimum values of ω, which are taken as 1.2 and 0.2, respectively, in
this paper, Tmax is the maximum number of iterations, t is the iteration number of iterations,
v ∈ [−vmax, vmax], vmax is the velocity limit, and the position x of the particle denotes the
solution of the problem.

4.2. Coding of the Problem Solution

In distribution network reconfiguration, the encoding of the problem solution is
an important link. If ‘01’ is used directly to set the corresponding operation state of each
switch for the optimization, the dimensionality of the solution vector in the optimization
process is large, and a large number of infeasible solutions are easily generated, which
affects the speed of the algorithm for the optimization. Therefore, in this paper, the method
proposed in the literature [24] is used to encode the solution vector, that is, all switches
in the network are first closed, the number of basic loops in the network is used as the
dimension of the problem solution, and the number of loop switches is the encoding
method of the solution content, which reduces the dimensionality of the solution and the
generation of infeasible solutions. In addition, the loop switch numbers correspond to
consecutive sequential integer values starting from 1 in this paper for the sake of simplicity
in programming implementation.

4.3. Update of Particles

From the previous subsection, each dimension of the particle represents the integer
number of the switch in the loop that was selected as the tie switch (disconnected), so that
the update of the particle can be performed by the following equation.

xt+1
id = xt

id + round(vt+1
id ) (14)

where xid
t+1 ∈ [1, d], d is the total number of switches in the corresponding loop, and the

corresponding switch is in a branch group that is not selected by other loops. The update is
successful if the network node is not islanded after disconnecting the corresponding switch;
otherwise, an integer r satisfying the condition between [1, d] is randomly generated, and
xid

t+1 = r is set to continue updating the next dimension of the particle. This makes the
updating of particles highly feasible, and local variation increases the diversity of particles,
preventing the algorithm from falling into local optimization and premature maturation.

4.4. Dynamic Reconfiguration Rules

In this paper, one day is firstly divided into 24 h, and the single-period multi-objective
optimization of the optimal active power loss and voltage offset is carried out in each
unit period, and the unit periods with the same topology are preliminarily merged. Then
calculates the active power loss and voltage offset in each period after the initial merging.
Since reconfiguration itself is about optimizing the system state to the maximum extent
possible by changing the switching state, the reconfiguration periods can be further com-
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bined according to the active loss period loss reduction ratio and the time period voltage
offset optimization ratio.

ξTk (k) =

∣∣Pload(k)− PlossTk
(k)
∣∣

kmax
∑

k=1

∣∣Pload(k)− PlossTk
(k)
∣∣ (15)

γTk (k) =

∣∣dVload(k)− dVTk (k)
∣∣

kmax
∑

k=1

∣∣dVload(k)− dVTk (k)
∣∣ (16)

αTk (k) = λ1ξTk (k) + λ2γTk (k) (17)

where ξTk(k) is the active loss time period degradation ratio of the kth time period reconfig-
ured in Tk mode, PlossTk(k) denotes the active loss of the system in the kth time period after
reconfiguration in Tk mode, and Pload(k) denotes the active loss in the kth time period in the
initial state of the network. γTk(k) is the optimized ratio of time slot voltage offset for the
kth time slot reconstructed in Tk mode, αTk(k) is the value of dynamic optimization effect
for the kth time slot reconstructed in Tk mode, and λ1, λ2 are the ratio focus coefficients,
which take the same value as Equation (5) here.

Further merging of the initially merged time slots according to αTk(k), with each
merging starting from the time slot tk with the smallest value of αTk(k) (because the smaller
αTk(k) indicates the smaller optimization effect brought by the reconfiguration of that
time slot). If the time period is the first or last time period, it is directly merged with its
neighboring time periods, and the reconfiguration is conducted in the same way as the
reconfiguration of its merged time period, otherwise αTk−1(k) and αTk+1(k) are compared. If
αTk−1(k) > αTk+1(k), the kth and k − 1st time periods are merged and the reconfiguration
method is Tk−1. If αTk−1(k) < αTk+1(k), the kth and k + 1st time periods are merged, and the
reconfiguration method is Tk+1. After processing, the time slots and optimization strategies
are updated, and if the adjacent time slots are reconstructed in the same way, they are
combined. Finally, determine whether the number of network switches required to update
the merged reconfiguration satisfies the number of constraints and the limit on the number
of reconfiguration periods. If it is satisfied, the time slots will not be merged, otherwise the
above cases will continue to be processed based on the dynamic optimization effect values.

4.5. Dynamic Reconfiguration of Hierarchical Coordination Optimization Methods

In Section 4.4, the dynamic reconfiguration requires the use of unit-time optimization
results, and the optimization variables are the switching state and VSC power. In addition,
the combined switching reconfiguration approach requires updating the VSC optimal
control strategy under this scheme, i.e., the switching action discrete variables interact
with the VSC power control continuous variables; therefore, a hierarchical coordinated
optimization approach is proposed to solve the mutual coupling of these two variables.

In the hierarchical coordinated optimization process, in the first layer, in order to obtain
the static optimization results for each hourly single period, the optimization adjustment
variables are the switching state and VSC power for each period, and the optimization
variables contain continuous and discrete variables. In order to achieve the coordinated
optimum between the two variables, a two-layer optimization method is implemented,
in which the upper layer uses the reconfiguration algorithm of this paper to optimize
the switching state discrete variables and the lower layer uses the improved particle
swarm algorithm of Equations (12) and (13) of this paper to optimize each VSC power
continuous variable.

The second layer considers the number of switches actions and uses this paper’s
dynamic reconfiguration method to adjust the switch states and achieve dynamic reconfig-
uration of the network.
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Therefore, the specific flow of dynamic reconfiguration under the topological form of
this paper is shown in Figure 4.

Energies 2022, 15, x FOR PEER REVIEW 10 of 21 
 

 

optimize the switching state discrete variables and the lower layer uses the improved par-
ticle swarm algorithm of Equations (12) and (13) of this paper to optimize each VSC power 
continuous variable. 

The second layer considers the number of switches actions and uses this paper’s dy-
namic reconfiguration method to adjust the switch states and achieve dynamic reconfig-
uration of the network. 

Therefore, the specific flow of dynamic reconfiguration under the topological form 
of this paper is shown in Figure 4. 

Start

Perform interval static  reconfiguration for each unit 
period with the minimum target value of equation (5)

Layer 1: According to the current switching state, using the improved 
particle swarm algorithm in Section 4.1, the VSC power is optimized 

with the minimum target value of Equation (5) in a single period

Layer 2: Optimize the switching state for the VSC power 
optimized in the previous step with the minimum target 

value of equation (5) for a single time period

Are the two optimization target 
values less than the set threshold?

Output static reconstruction results for each unit time period, i.e. switching 
action results, VSC control power, active losses, voltage offset

N

Y

First layer

Merge time slots with the same optimal topology

Calculate the dynamic optimization effect value for each time slot, and start the 
time slot merging process from the time slot t with the smallest dynamic 

optimization effect value, see subsection 4.4 for the specific merging rules

Update time slot information and update combined time slot switching scheme

Update interval active power loss and voltage offset

Whether the constraints on the number of switching actions and 
the number of dynamic reconstruction periods are satisfied

N

Y
Outputs the dynamic reconfiguration execution method for the corresponding time 

period, VSC power control, active losses, voltage offset

End

Second layer

For the switching state of the combined time period, the improved particle 
swarm algorithm in subsection 4.1 is used to optimize the VSC power with the 

minimum objective value of the following equation (5) for that time period

 
Figure 4. Dynamic reconfiguration flowchart. 

5. Case Studies and Analysis 
In this section, the IEEE 33-node system is used to demonstrate the efficiency and 

accuracy of the improved particle swarm algorithm proposed in this paper for network 
reconfiguration. Then, a four-area power supply interconnected 88-node system is con-
structed by adding an embedded DC model for arithmetic modification based on the IEEE 
33-node system data. On this system, the advantages of the topology in this paper and the 
FMS topology are quantitatively compared and verified. Finally, dynamic reconfiguration 
is introduced into the modified system to verify and analyze the results. 

5.1. Network Reconfiguration Analysis of IEEE33-Node System 
As shown in Figure 5, the IEEE33-node system has 32 load nodes, 1 power node, 5 

tie switches, the initial state disconnected switches are 33, 34, 35, 36, and 37, the initial 
network loss is 202.677 kW, the lowest node voltage is 0.883 p.u., using the algorithm pro-
posed in this paper repeatedly reconstructed 200 times, and the results were compared 
with the algorithm in the literature [25]. The results are shown in the Table 1, and the 
comparison of the computational efficiency is not given because of the difference of the 
computational environment. The average computation time of this paper is 32.431 s. 
  

Figure 4. Dynamic reconfiguration flowchart.

5. Case Studies and Analysis

In this section, the IEEE 33-node system is used to demonstrate the efficiency and
accuracy of the improved particle swarm algorithm proposed in this paper for network
reconfiguration. Then, a four-area power supply interconnected 88-node system is con-
structed by adding an embedded DC model for arithmetic modification based on the IEEE
33-node system data. On this system, the advantages of the topology in this paper and the
FMS topology are quantitatively compared and verified. Finally, dynamic reconfiguration
is introduced into the modified system to verify and analyze the results.

5.1. Network Reconfiguration Analysis of IEEE33-Node System

As shown in Figure 5, the IEEE33-node system has 32 load nodes, 1 power node, 5 tie
switches, the initial state disconnected switches are 33, 34, 35, 36, and 37, the initial network
loss is 202.677 kW, the lowest node voltage is 0.883 p.u., using the algorithm proposed in
this paper repeatedly reconstructed 200 times, and the results were compared with the
algorithm in the literature [25]. The results are shown in the Table 1, and the comparison of
the computational efficiency is not given because of the difference of the computational
environment. The average computation time of this paper is 32.431 s.

Table 1. Method comparison results.

Method Disconnect
Switch

Best
Loss/kW

Worst
Loss/kW

Average
Loss/kW

Standard
Deviation/kW

Average Loss
Reduction (%)

Loss Reduction
(Best Value) (%)

Minimum
Voltage (p.u.)

RGA [25] 7, 9, 14, 37, 32 139.5 198.4 164.9 13.34 18.65 31.2 0.9315
This paper 7, 9, 14, 37, 32 139.551 140.279 139.557 0.05937 31.143 31.146 0.9378
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From the results in Table 1, it can be seen that the algorithm proposed in this paper is
similar to another algorithm in terms of optimal reconfiguration results, and the reason for
the difference in the results of network loss mainly stems from the fact that there is a certain
numerical error in the calculation of the distribution network power flow and network
loss. The comparison results fully prove the effectiveness of the algorithm in this paper.
In addition, among the 200 reconfiguration results, the maximum network loss value, the
average network loss value, the average network loss reduction value, and the standard
deviation of this paper are significantly better than another algorithm, which indicates that
the algorithm proposed in this paper has good robustness.

5.2. Modified 88-Node System Based on IEEE 33-Node System

In this paper, a four-area power supply system with 88 nodes is constructed based on
the original IEEE33 node data modified, as shown in Figure 6. Node 1 is the power node,
the rest of the nodes are load nodes, and the whole system contains 8 tie switches. The
variation of load and DG output of the whole system is shown in Figure 7. Load power
changes are based on the percentage distribution of load per node at the initial moment,
i.e., the change in load power is consistent with the overall load power change trend of the
system and is distributed according to the given operating curve, whereas the total initial
load of the network occurs at 15 h. The DGs in each zone are operated at a unity power
factor. Plus, the PV output is consistent within the same area, as are the turbines. Due to
the embedded DC system, the regions become diverse in interconnection forms and more
reliable in power supply, where the capacity of all four VSCs is set to 2 MVA. The reference
voltage in this paper is 12.66 kV, and the reference capacity is 100 MVA.

Energies 2022, 15, x FOR PEER REVIEW 12 of 21 
 

 

1

32 4 5 6 7 8

9

10
v

1112131415161718

19 20 21

v

31

363738

30

v

2928272625242322

1

32 33 34 35

PV

39 40 41 42

8586 6887

188

76 75 74 73 72

69

70

71

77 78 79 80 81 82 83 84

PV

WT

47484950

1

46 45 44 43

51

52 53 54 55 56 57 58 59

61 62 63 6564 66 67

60

WT

PV

PV

WTPV

PV

WT
WT

WT

Tie switch

The power supply 
areaⅠ

The power supply 
areaⅡ

The power supply 
area Ⅲ

The power supply 
area Ⅳ

VSC1

VSC2 VSC3

VSC4

 
Figure 6. Modified construction of 88-node four-zone power supply system. 

  
(a) (b) 

 
(c) 

Figure 7. System initial data: (a) active load in each region; (b) reactive power load in each region; 
(c) DG contribution in each region. 

5.3. Comparison of FDN+EDC and FMS Topology 
The FMS topology is shown in Figure 8, where each VSC is connected to a node via 

a section of AC line. Although the number of VSCs used in the FMS is the same as the 
topology in this paper, there are some structural differences between the two, which bring 
different optimization effects. Therefore, this part selects the 19 h load and DGs output 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time/h

1

1.5

2

2.5

3

3.5

Lo
ad

 p
ow

er
/M

W

RegionⅠactive load
RegionⅡactive load
RegionⅢ active load
RegionⅣ active load

Figure 6. Modified construction of 88-node four-zone power supply system.



Energies 2022, 15, 5589 12 of 20

Energies 2022, 15, x FOR PEER REVIEW 12 of 21 
 

 

1

32 4 5 6 7 8

9

10
v

1112131415161718

19 20 21

v

31

363738

30

v

2928272625242322

1

32 33 34 35

PV

39 40 41 42

8586 6887

188

76 75 74 73 72

69

70

71

77 78 79 80 81 82 83 84

PV

WT

47484950

1

46 45 44 43

51

52 53 54 55 56 57 58 59

61 62 63 6564 66 67

60

WT

PV

PV

WTPV

PV

WT
WT

WT

Tie switch

The power supply 
areaⅠ

The power supply 
areaⅡ

The power supply 
area Ⅲ

The power supply 
area Ⅳ

VSC1

VSC2 VSC3

VSC4

 
Figure 6. Modified construction of 88-node four-zone power supply system. 

  
(a) (b) 

 
(c) 

Figure 7. System initial data: (a) active load in each region; (b) reactive power load in each region; 
(c) DG contribution in each region. 

5.3. Comparison of FDN+EDC and FMS Topology 
The FMS topology is shown in Figure 8, where each VSC is connected to a node via 

a section of AC line. Although the number of VSCs used in the FMS is the same as the 
topology in this paper, there are some structural differences between the two, which bring 
different optimization effects. Therefore, this part selects the 19 h load and DGs output 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time/h

1

1.5

2

2.5

3

3.5

Lo
ad

 p
ow

er
/M

W

RegionⅠactive load
RegionⅡactive load
RegionⅢ active load
RegionⅣ active load

Figure 7. System initial data: (a) active load in each region; (b) reactive power load in each region;
(c) DG contribution in each region.

5.3. Comparison of FDN+EDC and FMS Topology

The FMS topology is shown in Figure 8, where each VSC is connected to a node via
a section of AC line. Although the number of VSCs used in the FMS is the same as the
topology in this paper, there are some structural differences between the two, which bring
different optimization effects. Therefore, this part selects the 19 h load and DGs output data
to compare the optimization results of the two. In most of the literature, the FMS directly
replaces the tie switch without considering the switch participation in the optimization.
So, in this part, an FMS optimization topology with switch participation is considered
in topology comparison, and the optimization objectives are both active loss and voltage
offset minimization.

Table 2 shows the AC and DC line parameters added to the topology of FMS and this
paper. Due to the need for comparison, the distance and type of each added line are kept
consistent. VSC1–4 are controlled by PQ, PQ, PQ, and UdcQ, respectively, where Udc is
always kept at 1.0 p.u. The DC side loss of FMS topology is neglected because of the short
distance of the DC part. Meanwhile, the topology of this paper is directly connected to the
system node, and the distance of the connected part of the AC line is too short, so the loss
of this part is also ignored. The optimization results are shown in Table 3 and Figure 9.
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Topology Line r (p.u.) x (p.u.)

FMS

10-VSC1 1.247851 1.247851
30-VSC2 1.247851 1.247851
51-VSC3 0.779907 0.779907
76-VSC4 0.779907 0.779907

FDN+EDC

VSC1-VSC2 1.247851 -
VSC1-VSC4 1.247851 -
VSC2-VSC3 1.247851 -
VSC3-VSC4 0.311963 -

Table 3. Comparison of FMS and EDC topology optimization results.

Topology Disconnect Switch VSC1P/
kW

VSC2P/
kW

VSC3P/
kW

VSC4P/
kW

VSC1Q/
kVar

VSC2Q/
kVar

VSC3Q/
kVar

VSC4Q/
kVar

Active
Loss/MW

Voltage
Offset

Initial
state

8-87/9-15/12-42/28-
41/35-50/67-84/75-

81/78-88
— — — — — — — — 0.637 9.060

FMS
8-87/9-15/12-42/28-
41/35-50/67-84/75-

81/78-88
−68.097 18.791 224.710 −215.711 346.754 400.689 813.069 357.234 0.588 6.561

FMS+Switch
9-10/14-15/28-

41/35-50/75-76/80-
81/65-66/8-87

−290.329 235.567 354.077 −342.820 195.6328 481.215 810.314 215.790 0.4958 4.306

FDN+EDC
10-11/14-15/26-

27/35-50/68-69/76-
77/63-64/8-87

−366.655 298.162 413.692 −400.885 266.3808 660.084 999.284 267.124 0.432 3.797

As can be seen from Table 3 and Figure 9 optimization results, the overall optimization
level of the system increases when the switch optimization is taken into account, illustrating
the greater benefit of the switchgear and flexible interconnection topology working in
conjunction with each other.

The EDC topology directly connected to the node, which can form power mutual aid
to the load of the node and its surrounding nodes, adjust the connection area. At the same
time, the original switchgear can still be optimized, and the two work together to optimize
the best effect. As for FMS, due to the existence of some new AC lines, VSC output active
and reactive power is lost in this section of the line. Although the DC line in the EDC is the
same as the new AC line in the FMS, there is only active power loss in the DC line, and
it can be seen from Table 3 that the active power transmitted by each VSC is not large, so
the overall loss is better. In addition, the FMS structure is not as optimized as the EDC
topology even with the addition of switching regulation measures.

It is also worth noting that when FMS and FDN+EDC are introduced separately on
the original topology, if both are optimized with a single objective of minimizing the active
losses in the whole network without considering switching actions, the obtained results



Energies 2022, 15, 5589 14 of 20

can be further compared for both topologies under the same circumstances. The obtained
optimization results are shown in Table 4.
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Table 4. Optimization results of introducing FMS/FDN+EDC topology in the initial state, respectively.

Topology Disconnect Switch VSC1P/
kW

VSC2P/
kW

VSC3P/
kW

VSC4P/
kW

VSC1Q/
kVar

VSC2Q/
kVar

VSC3Q/
kVar

VSC4Q/
kVar

Active
Loss/MW

Voltage
Offset

Initial
state

8-87/9-15/12-42/28-41/35-
50/67-84/75-81/78-88 — — — — — — — — 0.637 9.060

FMS 8-87/9-15/12-42/28-41/35-
50/67-84/75-81/78-88 −61.223 19.079 203.823 −197.939 303.814 355.012 747.868 315.587 0.587 6.769

FDN+EDC 8-87/9-15/12-42/28-41/35-
50/67-84/75-81/78-88 −78.122 24.721 242.538 −236.438 428.468 499.800 931.663 395.398 0.574 6.180

As can be seen from Table 4, both the FMS and FDN+EDC topologies can optimize the
system when all the original switches are inactive, but in general, the FDN+EDC topology
has better optimization results. For the active power transmitted by each VSC, the active
power finally injected into the VSC from the AC side will be reduced due to the existence
of a new section of AC line in the FMS, while the reactive power transmitted on this section
of line needs to be further considered due to the objective of minimizing the overall active
power loss of the system, resulting in the FMS reactive power support role being inferior to
that of the FDN+EDC. This indicates that under the same switching topology, FDN+EDC
has better regulation performance.
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So, compared with the flexible multi-state switch interconnection topology, the topol-
ogy proposed in this paper has more advantages and better results in the optimization of
the distribution network operation.

5.4. Influence of Different Control Modes of Each VSC on FDN+EDC

Under normal operation, the control mode of EDC topology is mostly master–slave
control. The control mode of each VSC can be divided into PQ or UdcQ control. The VSC
controlled by UdcQ is the master station, and the rest are slave stations. This section mainly
discusses the impact of different control modes of each VSC under master–slave control
on the topology of this paper. It is also optimized with the goal of minimizing the active
power loss and voltage offset. The optimization period is 19 h single time section and the
optimization results of each control mode are shown in Table 5.

Table 5. Optimization results for different control modes of VSC in FDN+EDC topology.

Control
Mode VSC1 VSC2 VSC3 VSC4 Disconnect Switch VSC1P VSC2P VSC3P VSC4P VSC1Q VSC2Q VSC3Q VSC4Q Active

Loss/MW
Voltage
Offset

1 UdcQ PQ PQ PQ
9-10/14-15/

28-41/35-50/75-
76/80-81/65-66/8-87

−366.046 297.856 413.900 −401.326 264.108 658.670 998.300 267.653 0.483 3.833

2 PQ UdcQ PQ PQ
9-10/14-15/

28-41/35-50/75-
76/80-81/65-66/8-87

−366.010 297.483 413.414 −400.437 265.748 659.316 999.405 267.330 0.483 3.832

3 PQ PQ UdcQ PQ
9-10/14-15/

28-41/35-50/75-
76/80-81/65-66/8-87

−365.674 297.293 413.156 −400.426 266.659 659.260 1000.395 266.734 0.483 3.832

4 PQ PQ PQ UdcQ
10-11/14-15/26-

27/35-50/68-69/76-
77/63-64/8-87

−366.655 298.162 413.692 −400.885 266.381 660.084 999.284 267.124 0.432 3.797

As can be seen from Table 5, the power transmitted by each VSC does not differ
much when different VSCs are used as masters. The reason is that the P and Q of the
VSC transmission as control variables, each port plays a role in the system, and the output
power can have a better value in satisfying multiple targets, i.e., the optimal value of the
output power of each port is basically fixed.

When VSC4 is used as the master station, there are differences in its switch optimiza-
tion, but the optimization effect is the best. Because the area connected to VSC4 is rich in
DG resources and has a light load, power can be mutually aided in other areas, and the
active power output accounts for the largest proportion. It can have a better influence on
the whole DC system as the master station, which in turn makes the AC part voltage stable
and facilitates the switching action. The voltage of the DC part under each control mode is
shown in Figure 10. It can be seen that when the VSC4 is used as the master station, the
voltage level of the DC part is the best.
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5.5. Impact of VSC Decommissioning on FDN+EDC

This section focuses on the impact on system optimization when some VSCs in the
proposed topology are taken out of operation due to maintenance or fault lockout during
steady-state operation. From the analysis of the results in the previous subsection, it is
clear that the selection of the master station is mainly on the lighter side of the load for
better system optimization. Therefore, in the case of decommissioning, the order of master
selection is VSC4 > VSC2 > VSC1 > VSC3. The optimization results are shown in Table 6.

Table 6. Optimization results in case of partial VSC decommissioning.

Number
of Returns

Returned
VSC Disconnect Switch VSC1P VSC2P VSC3P VSC4P VSC1Q VSC2Q VSC3Q VSC4Q Active

Loss/MW
Voltage
Offset

1

VSC1 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 — 184.191 302.564 −534.189 — 663.686 1002.005 300.9895 0.490 4.095
VSC2 11-12/14-15/28-41/34-35/75-76/80-81/65-66/8-87 −204.555 — 680.66 −523.864 303.370 — 1201.313 299.5803 0.488 3.924
VSC3 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 −339.843 328.136 — −19.1796 259.685 664.356 — 350.4404 0.524 5.489
VSC4 11-12/14-15/28-41/34-35/75-76/80-81/65-66/8-87 −319.602 −272.265 544.745 — 336.784 445.879 1193.51 — 0.495 4.103

2

VSC1/VSC2 11-12/14-15/28-41/34-35/75-76/80-81/65-66/8-87 — — 593.87 −635.765 — — 1214.539 327.172 0.492 4.096
VSC1/VSC3 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 — 334.913 — −359.775 — 690.991 — 263.0188 0.522 5.570
VSC1/VSC4 11-12/14-15/28-41/34-35/75-76/80-81/65-66/8-87 — −437.071 397.586 — — 497.469 1209.586 — 0.503 4.387
VSC2/VSC3 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 −148.5 — — 135.058 213.683 — — 384.489 0.541 6.390
VSC2/VSC4 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 −605.275 — 562.987 — 335.331 — 1214.356 — 0.491 4.073
VSC3/VSC4 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 −354.728 330.03 — — 271.371 687.427 — — 0.523 5.575

3

VSC1,2,3 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 — — — −2.997 — — — 149.8518 0.540 6.603
VSC1,2,4 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 — — −21.411 — — — 1070.322 — 0.515 5.330
VSC1,3,4 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 — −14.275 — — — 713.609 — — 0.532 5.925
VSC2,3,4 9-10/14-15/28-41/35-50/75-76/80-81/65-66/8-87 −3.528 — — — 176.4 — — — 0.540 6.592

From Table 6, it can be seen that the overall optimization effect is lowest when the VSC
with heavier load in the connected area is retired. Such as VSC3, because the greater the
load, the greater the power optimization effect played by VSC, and at this time the greatest
impact caused by VSC decommissioning. However, since the switching device is retained
in the topology, the switch can be used to optimize the network during operation in order
to keep the system at a good level.

5.6. Dynamic Reconfiguration Optimization

For the topology proposed in this paper, this section introduces dynamic reconfigura-
tion optimization based on it, and the switching actions of each period are set as the start
time of the period. The number of dynamic reconfiguration periods is limited to three for
the whole day. The obtained results are shown in Table 7 and Figure 11.

Table 7. Network dynamic reconfiguration optimization results.

Scenario Disconnect Switch Switch off Period Active Power Loss of
the Whole Network (kWh)

Voltage Offset of
the Whole Network

Initial state 8-87/9-15/12-42/28-41/35-
50/67-84/75-81/78-88 1–24 h 7263.7789 102.802

After optimization

9-10/14-15/28-41/35-50/75-
76/80-81/65-66/8-87 1–18 h

5783.1496 42.91078
10-11/14-15/26-27/35-50/68-

69/76-77/63-64/8-87 19 h

9-10/14-15/28-41/35-50/75-
76/80-81/65-66/8-87 20–24 h

Table 7 shows that the active power loss of the entire network is 7263.7789 kWh under
the initial conditions, and this value mainly represents the system network loss value. As
the topology of this paper introduces an embedded DC system, the resources of each region
can be regulated and mutually beneficial. At the same time, the dynamic reconfiguration
optimization can make the switchgear and the FID cooperate with each other. The active
power loss of the whole network is AC and DC line loss and VSC loss, and the all-day losses
are 5783.1496 kWh. Compared with the initial state, the loss of the dynamic reconfiguration
optimization method on the topology of this paper decreases by 20.38%, and the loss
reduction effect is obvious. The optimization in this paper is also better in terms of voltage
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offset, while, as shown in Figure 11b, the trend of voltage offset variation is approximately
the same as the initial state, and is, also, consistent with the network load variation.
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Figure 11. Dynamic reconfiguration optimization results: (a) 24 h active loss change; (b) 24 h voltage
offset variation; (c) voltage distribution in the initial state; (d) 24 h voltage level after dynamic
reconfiguration optimization; (e) 24 h active power output of each VSC; (f) 24 h each VSC reactive
power output; (g) 24 h system load node minimum voltage; (h) 24 h system node maximum voltage;
(i) 24 h DC side voltage situation.

In one day, the network was reconfigured three times, and each reconfiguration period
scheme was maintained at 1–18 h, 19 h, and 20–24 h. When considering the dynamic
network reconfiguration, due to the need to consider the number of switching actions, the
selection of the action period is obtained by combining the static optimization results per
hour. Since the dynamic optimization effect is the best in 19 h, the optimization plan is
always reserved, that is, the heavier the load, the optimization brings the best results.

In the topology of this paper, power supply regions I and IV contain abundant DGs,
so the VSCs connected to these two regions deliver power to the rest, as in Figure 11e. As
far as the reactive power output from VSC is concerned, the reactive power required in
areas II and III is larger, so the reactive power support role of VSC connected to these two
areas is larger.

Figure 11d,i shows the topology voltage variation in this paper, and it can be seen that
the voltage level is significantly improved after the topology optimization compared to the
AC voltage distribution in the initial state. At the same time, the DC side of the topology
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in this paper is not connected to the load and only transmits the power regulated by each
area. The DC side voltage level is better, and the fluctuation is small.

In addition, as shown in Figure 11g,h, the optimized system minimum voltage is
always within the limits and better than the hourly minimum voltage in the initial state
during each hour. Due to the overall heavy load of the topology system in this paper and
the small level of DG output, the highest voltage of the entire AC system is always the
power node, which is kept at 1.0 p.u., and no voltage violation occurs.

In summary, with the addition of the embedded DC system, the ability of the VSC
to regulate the power flow can effectively utilize the resources of each area, which helps
to reduce the loss and voltage offset to a certain extent. Due to the significant benefits in
network loss reduction and voltage optimization, network reconfiguration can further opti-
mize network operation by regulating resources on the basis of embedded DC systems. The
coordinated combination of the two regulation methods significantly improves the overall
network loss and voltage quality, and, also, proves the positive effect of the embedded DC
model on the operation and management of the distribution network when combined with
the traditional regulation methods of the distribution network.

6. Conclusions

A new flexible interconnection topology with embedded DC system is proposed,
which can realize the flexible interconnection under the complete coexistence of tie switch
and FID without changing the original distribution network power supply form. Compared
with the flexible interconnection constructed by replacing the tie switch in the traditional
form, the FDN+EDC is a suitable topology for flexible interconnection transformation. In
order to achieve economic operation, dynamic reconfiguration optimization is introduced
on the basis of the new topology, and the dynamic reconfiguration of the power supply area
is achieved using a hierarchical coordinated optimization method involving an improved
particle swarm algorithm. The results show that the new topology has obvious advantages
in system optimization and regulation. The active loss of the network throughout the day
after dynamic reconfiguration has decreased by 20.38%, with an obvious loss reduction
effect, while the voltage level has also been well improved.

Further research in the future will focus on the selection of the location and capacity
of embedded DC systems in the flexible interconnection transformation of the distribution
networks as a way to achieve the solution of the FDN+EDC economic planning problem.
Feasible and efficient optimization methods considering DG stochasticity in the new topol-
ogy form will also be further explored. So that the overall operation level of the system and
the robustness of the control strategy can be better improved.
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