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Abstract: Photovoltaic (PV) systems have been used extensively worldwide over the past few
years due to the mitigation of fossils fuels; it is the best source because of its eco-friendly nature.
In PV systems, the main research area concerns its performance under partial shading (PS) and
complex partial shading (CPS) conditions. PV sources perform perfectly under ideal conditions,
but under practical conditions, their performance depends upon many factors, including shading
conditions, temperature, irradiance, and the angle of inclination, which can bring a photovoltaic
or solar system into a PS or CPS condition. In these conditions, many power peaks appear, and it
is hard to find the global peak among many local peaks. The ability to track the maximum power
peak and maintain it to avoid fluctuations depends on the maximum power point tracking (MPPT)
technique used in a photovoltaic system. This article is based on the implementation of a hybrid
algorithm, combining Harris hawk’s optimization (HHO), a new technique which is based on natural
inspiration, and a conventional perturb and observe (P&O) technique. The hybrid technique was
tested under different weather conditions in MATLAB Simulink and showed less computational
time, a fast convergence speed, and zero oscillations after reaching a power point’s maximum limit.
A performance comparison of the hybrid technique was made with bio-inspired particle swarm
optimization (PSO), adaptive cuckoo search optimization (ACS), the dragonfly algorithm (DFO), and
the water cycle algorithm (WCA). The hybrid technique achieves 99.8% efficiency on average and
performs very well among the rest of the competing techniques.

Keywords: photovoltaic (PV); dragonfly (DA); maximum power point tracking (MPPT); perturb and observe
(P&O); adaptive cuckoo search optimization (ACS); particle swarm optimization (PSO); local maxima (LM);
complex partial shading (CPS); partial shading (PS)

1. Introduction

In the past few decades, the world has begun shifting towards renewable energy
sources from fossil fuels (coal, petroleum, and natural gas) for many reasons. Some
countries are using renewable sources because they do not have sufficient reservoirs of
fossil fuels left; some countries are shifting to using renewable energy sources because
they have not had fossil fuel reservoirs from the beginning, and they have to import from
oil-producing countries, which affects their annual budget; and some countries are shifting
towards renewable energy sources because of their pollution-free and noise-free nature.
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This means every single country is shifting towards renewable energy sources to fulfil their
energy demands without affecting their atmosphere. Almost 25% of the total electricity as
per 2019 came from renewable energy sources, and it is definitely more today [1].

Solar is the most popular renewable energy source because of its easy installation, low
maintenance cost, and environmentally friendly nature. Solar energy is widely used to
generate electricity by using photovoltaic (PV) cells. A PV cell, also called a solar cell, is
an electronic device which directly coverts sunlight into electricity. For obtaining higher
voltage, various PV modules are linked in series to form a PV string, and various strings
are connected together in parallel to form a PV array [2]. A solar PV array is connected to
an MPPT-based DC to DC converter (used to convert one voltage level to another voltage
level); a charge controller, which is used to prevent the overcharging of batteries; DC/AC
inverters, which are used to change direct current to alternating current; a battery, which
is used to store the charge; and a filter and micro controller, which is used to control the
performance of the overall system [3].

PV is reliable source of energy, but it faces challenges regarding maintaining better
performance under different irradiance conditions. The current-voltage and power-voltage
characteristics of photovoltaics are irregular in nature due to changes in weather conditions.
However, to deal with non-linearity, maximum power point tracking (MPPT) algorithms
are used to predict the maximum power point (MPP) in all environmental conditions and
also pressurize the system to operate at that maximum power point. Many conventional as
well as soft computing MPPT techniques/algorithms have been introduced to improve the
effectiveness of the PV system.

The fractional short circuit current (FSCC) is a somewhat speedy and simple way to
track the maximum power point but is an offline MPPT technique which cannot track the
exact MPP [4,5]. Fractional open circuit voltage (FOCV) is a direct, simple, offline, and
easy-to-implement technique; similar to FSCV, it is also not able to track the exact MPP [6].
Perturb and observe (P&O) is a technique which is widely used to track MPP. Its working
is the same as that of hill climbing and is able to track MPP in both offline and online mode,
but its performance degrades when a partial shading condition occurs [7]. Incremental
conductance (InC) also works on the principle of hill climbing. It is better than (P&O) but
does not extract exact MPP [8]. The above-mentioned techniques are conventional MPPT
techniques; they are simple and fast in response, but in a uniform irradiance condition,
their effectiveness degrades when a sudden change occurs in environmental conditions.

In order to obtain MPP in a non-uniform environmental condition, many soft com-
puting techniques were also introduced that are best and perform better under a partial
shading condition. The artificial neural network (ANN) is also used to detect the maximum
power point in photovoltaic (PV) systems. The basic architecture of the artificial neural
network consists of three layers, which are an input layer, an output layer, and a hidden
layer. Essentially, artificial neural network algorithms use back propagation for training
purposes. The correctness of the PV system is enhanced by incrementing the number of
hidden nodes, which causes a computational complication. Therefore, artificial neural
network-based algorithms are not so efficient for such controllers that have a low price and
low computational speed [9].

Ant colony optimization is an optimization technique that is inspired by the food
searching practices of ants in real life: if an ant finds the shortest and best path to food, then
there is a great chance that other ants will follow that shortest path. Researchers found
ant colony optimization more efficient than particle swarm optimization in a MATLAB
simulation [10].

The genetic algorithm was presented in 1970. It is a bio-inspired theory that if children
have higher health values, then they will have a higher chance to repeat, but it is slow.
Similar to ANN, this algorithm also has high computational complexity due to which it
requires a high-speed processor [11].

Particle swarm optimization (PSO) is a very effective optimization algorithm or tech-
nique. Its idea is based on swarm intelligence. The PSO technique reduces the drawbacks
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of the conventional maximum power point tracking methods, which are unable to track
MPPT in partial shading (PS) conditions [12].

The optimization techniques for MPPT in PV systems include Harris Hawk optimization
(HHO) [13], Flower Pollination (FP) [14], Cuckoo Search (CS) [15], Grey Wolf Optimization
(GWO) [16], Artificial Bee Colony (ABC) [17], Differential Evolution (DE) [18], Simulated An-
nealing (SA) [19], Salp Swarm Optimization (SSO) [20], Slip Surface Sliding mode controller
(SMC) [21], and Fruit Fly Optimization (FFO) [22]. The PV system’s efficiencies have been
rated based on reaction speed, accuracy, efficiency, partial shading, and performance under
quick response. Until recently, no technique has consistently produced the greatest outcomes.
Table 1 shows the comparisons of several MPPT approaches. SAPVS and GCPVS are the
abbreviations for standalone PV system and grid-connected PV system, respectively.

Table 1. Detailed comparison of MPPT Techniques.

Sr. No. Ref No. Year MPPT
Method

Tracking
Accuracy

Efficient
for Partial
Shading

Converter
Type

Variable
Sensed

Type of
PV Sys.
Used

Can Be in
Low Cost
Controller

Tracking
Speed

Level of
Complexity

Total
Score = 15

01 [5] 2015 FSSC Med./2 No/1 Boost V/3 SAPVS Yes Med./2 Low/3 11

02 [6] 2019 FOCV Med./2 No/1 Boost I/3 SAPVS Yes Med./2 Low/3 11

03 [7] 2017 P&O Med./2 No/1 Boost I,V/1 GCPVS Yes Fast/3 Low/3 10

04 [8] 2014 InC High/3 Yes/3 Boost I,V/1 SAPVS Yes Fast/3 Med./2 12

05 [9] 2009 ANN High/3 Yes/3 Buck I,V/1 SAPVS Yes Med./2 Low/3 12

06 [10] 2017 ACO High/3 Yes/3 Boost I,V/1 SAPVS No Fast/3 Low/3 13

07 [11] 2017 GA Med./2 Yes/3 Buck-
Boost I,V/1 GCPVS Yes Med./2 Low/3 11

08 [12] 2012 PSO Med./2 Yes/3 Buck-
Boost I,V/1 GCPVS No Med./2 Low/3 11

09 [13] 2020 HHO High/3 Yes/3 Boost I,V/1 SAPVS No Fast/3 Low/3 13

10 [14] 2018 FP High/3 Yes/3 Buck I,V/1 SAPVS No Fast/3 Low/3 13

11 [15] 2020 CS High/3 Yes/3 SEPIC I,V/1 SAPVS No Fast/3 High/1 11

12 [16] 2019 GWO High/3 Yes/3 Buck I,V/1 SAPVS No Fast/3 Med./2 12

13 [17] 2022 ABC High/3 Yes/3 Boost I,V/1 GCPVS No Med./2 Low/3 12

14 [18] 2018 DE High/3 Yes/3 Boost I,V/1 GCPVS Yes Med./2 Low/3 12

15 [19] 2018 SA High/3 Yes/3 Boost I,V/1 GCPVS No Low/1 Med./2 10

16 [20] 2020 SSO High/3 Yes/3 Boost I,V/1 SAPVS No Fast/3 Low/3 13

17 [21] 2022 SMC High/3 Yes/3 Boost I,V/1 SAPVS No Fast/3 Med./2 12

18 [22] 2020 FFO High/3 Yes/3 Boost I,V/1 GCPVS No Med./2 Low/3 12

In this article, a hybrid technique is proposed, which is the combination of soft and
classical computing techniques called Harris hawk optimization (HHO) and perturb and
observe (P&O), to extract energy under PS and CPS conditions. P&O is fast and HHO is con-
sistent for tracking the maximum power. We have discussed the conventional P&O MPPT
technique and the soft computing Harris hawk optimization technique, including their
tracking mechanism, their benefits, and their drawbacks. We performed hybrid Harris
hawk optimization (HHO) and perturb and observe (P&O) to join the qualities of both tech-
niques with the Cuk converter in order to enhance the performance of the entire PV system.
A Cuk converter is a DC-DC converter having an output voltage greater than, less than, or
somehow equal to its input voltage. Its output is controlled by the duty cycle.

The hybrid algorithm based on HHO and P&O starts with the beneficial characteristics
of the P&O algorithm, which are simplicity and a fast settling time. P&O initializes the
values, and after that, it calculates the output power that the PV cell perturbs the D-cycle
of the DC-to-DC converter. It causes a change in the output voltage and output current,
and after obtaining new voltage and current values, it calculates the fresh value of power.
Finally, it matches the previous power with the new one. If the new power is larger than the
old one, it keeps redoing the same change in the D-cycle. Although, after reaching to top of
the hill, the new power begins decreasing, and it inverses the perturbing process; through
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this increasing and decreasing, P&O finds the global maxima. Now, from there, P&O
transfers the parameters to the HHO algorithm because P&O has some drawbacks. Firstly,
P&O cannot keep steady state: it oscillates around the global maxima; secondly, P&O
cannot perform well in complex partial shading conditions, meaning in rapidly changing
atmospheric conditions. Therefore, from this point, our hybrid algorithm introduces HHO,
which takes charge and performs from there. Its major responsibility is to keep the output
steady, meaning without any oscillation, and to harvest the maximum power from the
solar system in partial and complex partial shading conditions. Once HHO obtains the
maximum value from P&O in the fastest settling time, it performs its calculations according
to the HHO mechanism [23,24].

The following are the advantages of using the hybrid technique based on HHO and P&O:

• It uses a single constraint to control the exploration exploitation phase.
• It tracks the global maxima with 100.03. It needs fewer iterations to find the global

maxima, and it’s settling time is lowest.
• The ease zone borderline allows the hybrid particles to stay in stationary oscillation,

the result of which is that the iteration cycles are nil. This property is not present in
PSO, ACS, etc., which causes a loss in power and unwanted fluctuations.

• Because of the efficiently planned structural comprehensive model of hawks, it can
efficiently deal with complex PS. The power-convergence efficacy is up to 98.9%, and
the steady-state fluctuation is compacted to zero at the global MPP.

• The well-ordered model allows for the fast apprising of the velocity position of hawks,
which is essential for high efficiency in maximum PPT problems.

• A hybrid technique is implemented by using conventional P&O and HHO in order to
minimize tracking time and also to improve efficiency.

• A mathematical model is implemented to detect the uniform, PS, and CPS conditions
in a PV system.

• Four different cases are developed to identify the accuracy and response time of the
proposed technique.

• To check the robustness of the proposed hybrid technique, it is compared with five
previously implemented techniques, i.e., DFO, PSO, WCA, ACS, and P&O.

The article has been divided into the following five sections. Section 1 covers a brief
introduction of the PV system, its challenges, and the scope of PV systems. Section 2 covers
the problems occurring in PV systems, as well as partial and complex partial shading.
Section 3 covers the results, findings and discussion. Section 4 covers the conclusions of
this article.

2. Materials and Methods

A PV system having controller with hybrid technique was connected to a DC-DC
cuk converter to achieve best performance under PS and CPS conditions [25]. The cuk
converter is followed by a buck converter used to convert one voltage level to another
voltage level. This converter magically yields a zero-ripple current. The cuk converter can
be incorporated to yield either voltage step-up or down, thus making it a top choice for
a wide range of voltage requirements. Additionally, it uses a capacitor as the key energy
storage component, whereas other converters use an indicator for that purpose. The design
of the cuk is such that the current flowing through the input side is always continuous
irrespective of the state of the switch, which is very important in hybrid techniques, in
order to attain the best performance from the PV system [25,26]. The circuit in Figure 1
shows a cuk converter, and it is evident that LC filters are formed both at the input and
output, which facilitates smooth current waveform.
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Figure 1. DC-DC cuk converter.

This also aids in achieving a very low output voltage ripple, as a second-order low pass
filter is formed by the combination of inductors and capacitors. The design of the inductor
ensures zero-ripple behavior. Electromagnetic interference can be reduced by incorporating
this converter. Thus, this leads to inherently low noise and high overall efficiency.

Figure 1 shows that the cuk converter consists of an input voltage source Vg, a MOSFET
switch Q1, an anti-parallel diode D1, a capacitor C1 for transferring energy, a capacitor C2
for storing energy, two inductors L1 and L2, and a load resistance R. When switch Q1
is closed, the circuit is in charging mode, and when switch Q1 is open, the circuit is in
discharging mode. The equations of the cuk converter are as follows [4].

The average output voltage and the load current are

Vo = −(D/(1−D)) ∗ E Volts (1)

Io = Vo/R Ampere (2)

where, E is supply voltage, D is the duty ratio, and R is the load resistance.
The minimum value of the inductor for continuous conduction mode is given below;

where H is Henry, and it is the unit of inductance.

L1 = (1−D)2 ∗ R/2Df H (3)

L2 = (1−D) ∗ R/2f H (4)

where f is the switching frequency.
The minimum values of capacitor C1 and C2 for continuous conduction mode are

below; F is Farad, and it is the unit of capacitance.

C1 = D/2fR F (5)

C2 = 1/8fR F (6)

For obtaining higher voltage, various photovoltaic modules are linked in a series
configuration to construct a photovoltaic string, and various strings are linked together
in parallel to form the photovoltaic array. There is no problem if all PV modules obtain
the same irradiance from the sun, as the system works perfectly, but in partial shading
conditions, there is the possibility that in practice, some PV modules are shaded due
various reasons and obtain lower irradiance compared to those modules which are not
shaded and obtaining higher irradiance. In series configuration, since the generated current
from all devices linked in series configuration must be the same, if the modules which are
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under shade generate a lower amount of current compared to those modules which are
not in shade, the shaded PV module, due to low current, will therefore start to work in
reverse-bias domain to facilitate the larger current produced by the modules which are not
shaded. This scenario can create effects which will be not favorable: for example, hot-spot
effect, etc. For overcoming such reactions, bypass diodes are used across the plates in a
solar array to provide an extra track to facilitate the larger amount of current produced by
the other modules that are not shaded [14]. An example is shown in Figure 2.

Figure 2. Partial and complex partial shading conditions.

P&O is a widely implemented technique for global maxima harvesting. It works on
a hill climbing mechanism. Initially, it calculates output power that the PV cell perturbs
the D-cycle of the DC-to-DC converter, which causes change in output voltage and output
current, and after obtaining new voltage and current values, it calculates the fresh value of
power. Finally, it matches the previous power with the new one. If the new power is larger
than the old one, it keeps redoing the same change in D-cycle. Although, after reaching
the top of the hill, the new power begins decreasing, and it inverses the perturbing process.
Through this increasing and decreasing, P&O finds the global maxima. Equations (7) and (8)
illustrate the mathematical expression of P&O for increment and decrement, respectively:

Vnew = Vprev + ∆V if Pnew > Pprev (7)

Vnew = Vprev− ∆V if Pnew < Pprev (8)

HHO is inspired by the natural behavior of the Harris hawk. The core motivation
of this algorithm is its co-operative behavior-chasing style in nature. It has been noticed
that the Harris hawk manifests the following characteristics. The Harris hawk can reveal
multiple chasing styles depending upon the dynamic nature-escaping pattern of the hunt.
Several hawks cooperatively attack in the hunt from multiple directions in order to surprise
the prey. This novel optimization technique allows the convergence of whole hawks
towards GM. The best Harris hawk solution is considered nearly the optimum in each step.
If we contemplate an equal chance q for every perching strategy, which depends on the
position of other hawks and the prey (rabbit), q < 0.5, and the perches on random tall trees
for q 0.5 are presented in Equations (9) and (10) [23,24]:

X(t + 1) = Xrand(t)− r1|Xrand(t)− 2r2X(t)| q ≥ 0.5 (9)

X(t + 1) = Xrabbit − Xm(t)− r3(LB + r4(UB − LB)) q < 0.5 (10)

where X(t + 1) is the location of hawk in the next iteration t; Xrabbit(t) is the position of
rabbit; X(t) is current position of hawks; r1, r2, r3, r4, and q are random numbers between
0 and 1, which are updated on each iteration. LB and UB show the upper and lower bounds
of variables, Xm(t) is the average position of the current population of the hawks, and
Xrand(t) is a randomly selected hawk from the current population. To achieve its target
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HHO, the following calculations for its characteristic’s parameters are performed. Average
position of HHO, denoted by Xm(t), is the average position of hawks, and it is calculated
by Equation (11) [23,24]:

Xm(t) = 1 N ∗ N i = 1 Xi(t) (11)

where Xi(t) indicates the location of each hawk in iteration t, and N denotes the total
number of hawks. Energy of the prey: the algorithm is transferred from exploration to
exploitation and thus changes between them based on escaping energy of the prey [23,24]:

E = 2Eo(1− t)T (12)

where E represents the escaping energy of the prey, T is the maximum number of iterations,
and Eo is the initial stage of its energy, which changes between the interval of −1 and 1 at
each iteration. When the value of Eo decreases from 0 to −1, this means that the rabbit is
physically weakening, and when the value increases from 0 to 1, this means that the rabbit
is physically strengthening. In the exploration phase, when the value of |E|1, the hawk
searches various regions to explore the rabbit’s location, and in the exploitation phase,
when value of |E| < 1, the algorithm tries to exploit the neighborhood of the solution in
this phase. Hard and soft besiege: the prey always tries to escape from alarming situations.
Suppose that r is the chance that the prey is successful in escaping; thus, whatever the hunt
does, the hawk will perform hard and soft besiege to catch the prey [6]. In order to switch
between hard and soft besiege, parameter E is used. If |E|0.5, the soft besiege happens,
and if |E| < 0.5, hard besiege happens. In soft besiege, when r0.5|E|0.5, the prey has some
energy to try to escape by some misleading jumps, but at last, the hawk catches the prey.
The behavior of the hawk in soft besiege is presented in Equation (13) [23,24]:

X(t + 1) = ∆X(t)− E|JXrabbit(t)− X(t) (13)

(t) = Xrabbit(t)− X(t) (14)

where X(t) is the difference between the position vector current location of prey, and
J represents random jumps of the rabbit during escape. The value of the jumps changes in
each iteration in order to simulate the nature of the prey motion. In hard besiege, when
r 0.5 and |E| < 0.5, the prey has low escaping energy. In this condition, the current position
is updated using Equation (15) [23,24]:

X(t + 1) = Xrabbit(t)− E|∆X(t)| (15)

Levy Flight: the LF utilizes the zigzag behavior of the prey during dodging the irregular
rapid dive of hawks around the escaping prey. In LF, they compare the possible result with
the previous dive to detect the prey and check weather this dive is good from the previous
one or not. The behavior of their dive depends on the below-mentioned equations:

Z = Y + S ∗ LF(D) (16)

where D is the dimension of the problem, S is the random vector of size 1 × D, and LF is
the levy flight function calculated in Equation (17) [23,24]:

LF(x) = 0.01 ∗ u ∗ σ

|v|1/β , σ =

 Γ(1 + β) ∗ sin
(
πβ

2

)
Γ
(

1+β
2

)
∗ β ∗ 2

(
β−1

2

)
1/β

(17)

where u and v are random variables between 0 and 1, and the default constant is set to 1.5.
A flowchart of HHO for MPPT tracking is given below in Figure 3. Hence, the strategy for
updating Figure 3: the flowchart of the Harris hawk algorithm position of the hawks can
be accomplished by Equations (18) and (19) [23,24]:
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X(t + 1) = Y, ifF(Y) < F(X(t)) (18)

X(t + 1) = Z, ifF(Z) < F(X(t)) (19)
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When soft besiege with progressive rapid dive, Equation (20) is used [23,24]:

Y = Xrabbit(t)− E|JXrabbit(t)− X(t) | (20)

When hard besiege with progressive rapid dive, Equation (21) is used [23,24]:

Y = Xrabbit(t)− E|JXrabbit(t)− Xm(t) | (21)

3. Results and Discussion

In this section, we will test our hybrid MPPT technique based on HHO and P&O
on four unique cases expressing different working situations and will compare it with
already implemented techniques, which are bio-inspired particle swarm optimization
(PSO), adaptive cuckoo search optimization (ACS), the dragonfly (DA) algorithm, the water
cycle algorithm (WCA), and perturb and observer (P&O). The details of the cases can be
seen in the table below.
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Case 1 is of a uniform irradiance condition in which all solar plates have the same
irradiance from the light of the sun. Cases 2 and 3 are of a partial shading condition,
and Case 4 is of a complex partial shading condition. Table 2 shows the four different
operating conditions and their final comments are made on the attained performance. A
comprehensive performance study is given in Table 3. The results are examined in terms
of tracking time, power convergence, steady-state oscillations, settling time, voltage and
current transients, power efficiency, and energy. These cases will be tested on a MATLAB
simulation model.

3.1. Case 1: Uniform Irradiance Condition

In Case 1, all photovoltaic modules receive the same levels of irradiance, which is
called the uniform irradiance condition. The irradiance values are according to Table 2 of
this article, having title descriptions of different cases. The power comparison is presented
in Figure 4.

Table 2. Description of different cases.

Cases Irradiance Si =
(

kW
m2

)
Pmax

Case 1–4 PV1 PV2 PV3 PV4 (W)
Case 1 1000 1000 1000 1000 1260
Case 2 900 1000 800 400 796
Case 3 1000 600 900 300 594
Case 4 400 200 600 300 1078

500 400 200 300
1000 800 700 1000

Figure 4. Case 1: Power Comparison of hybrid with other techniques.

The red bold line in the graph represents our hybrid algorithm, while the blue line
represents bio-inspired particle swarm optimization (PSO), the sky blue line represents
adaptive cuckoo search optimization (ACS), the purple line represents the dragonfly (DF)
algorithm, and the yellow line represents the water cycle algorithm (WCA). We can see
clearly that the hybrid algorithm reached the maximum power point in less time, and
after reaching the maximum power point, it had comparatively fewer oscillations. During
the uniform irradiance condition, the power achieved by the hybrid was the maximum
by achieving 1259.9 W, followed by the WCA achieving 1255 W, DFO achieving 1245 W,
PSO achieving 1244 W, and ACS achieving the lowest 1236 W, respectively, out of 1260 W.
Power convergence efficiency in the uniform irradiance condition consisted of the hybrid
achieving 99.9%, the WCA achieving 99.6%, DFO achieving 98.4%, PSO achieving 99.7%,
and ACS achieving the lowest 98.1%, respectively. The duty cycle, voltage, and current
transient are presented in Figures 5–7, respectively, which clearly shows that the perfor-
mance of our hybrid algorithm is much better compared to dragon fly optimization (DFO),
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adaptive cuckoo search optimization (ACS), particle swarm optimization (PSO), and the
water cycle algorithm (WCA).

Figure 5. Case 1: Duty cycle comparison of hybrid with other techniques.

Figure 6. Case 1: Voltage comparison of hybrid with other techniques.

Figure 7. Case 1: Current comparison of hybrid with other techniques.

Figure 5 shows the duty cycle, the fluctuation in the voltages and current are shown
in Figures 6 and 7, meaning that after reaching the maximum power point, our hybrid
becomes comparatively stable, while other techniques have more fluctuations, due to which
we can see the uncertainty in the duty cycle graph as well.
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3.2. Case 2: Partial Shading Condition Scenario I

In this case, the global maximum power point is at 796 W. The illumination pattern is
present in Table 2 of this article. The comparability of the duty cycle is presented in Figure 8.

Figure 8. Case 2: Duty cycle comparison of hybrid with other techniques.

We can clearly see the changes in the duty cycle graph: the red line shows the almost
stable duty cycle of the hybrid algorithm after it achieved maximum power due to stable
voltage and current, while the other lines have many fluctuations, which shows that the
output voltage and current of the other techniques are not stable. The comparisons of the
power, voltage, and current of the hybrid algorithm with the other techniques are presented
in Figures 9–11, respectively.

Figure 9. Case 2: Power comparison of hybrid with other techniques.
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Figure 10. Case 2: Voltage comparison of hybrid with other techniques.

Figure 11. Case 2: Current comparison of hybrid with other techniques.

In this case, the power achieved by the hybrid is the maximum by achieving 794.8 W,
followed by the WCA achieving 793.4 W, ACS achieving 793 W, DFO achieving 792.3 W,
and PSO achieving the lowest 792 W, respectively, out of 796 W, as can be seen in Figure 9.
The hybrid has the highest 99.84% efficiency as compared to the WCA at 99.67%, ACS at
99.2%, DFO at 99.53%, and PSO at 99.90%, in this case. The robust-ness of the MPP tracking
is revealed by the fast-tracking of the global maxima efficient settling time at the global
maxima. Experimental simulations show that it takes the hybrid 0.3 s, D.FO 1.4 s, P.SO 3.4 s,
ACS 2.3 s, and the WCA 2.7 s

3.3. Case 3: Partial Shading Condition Scenario II

In this case, we have tested another scenario of a partial shading condition, and in this
case, the global maximum power point is at 594 W. The illumination pattern is present in
Table 2 of this article. The comparability of the duty cycle is presented in Figure 12.
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Figure 12. Case 3: Duty cycle comparison of hybrid with other techniques.

Similar to earlier cases (Cases 1 and 2), we can clearly see the changes in the duty
cycle graph: the red line shows the almost stable duty cycle of the hybrid algorithm after it
achieved maximum power due to stable voltage and current, while the other lines have
many fluctuations, which shows that the output voltage and current of the other techniques
are not stable. The comparisons of the power, voltage, and current of the hybrid algorithm
with the other techniques are presented in Figures 13–15, respectively.

Figure 13. Case 3: Power comparison of hybrid with other techniques.

Figure 14. Case 3: Voltage comparison of hybrid with other techniques.
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Figure 15. Case 3: Current comparison of hybrid with other techniques.

In this case of the partial shading condition, the power achieved by the hybrid is
the maximum by achieving 593.2 W, followed by ACS achieving 570.6 W, PSO achieving
570.5 W, the WCA achieving 568.2 W, and DFO achieving the lowest 552.7 W, respectively,
out of 594 W, which can be seen in Figure 13. The hybrid has the highest 99.86% efficiency
as compared to ACS at 96.06%, PSO at 96.04%, the WCA at 95.65%, and DFO at 93.04%, in
this case. The robustness of the MPP tracking is revealed by the fast-tracking of the global
maxima efficient settling-time at the global maxima. Experimental simulations show that it
takes the hybrid 0.4 s, DFO 0.4 s, ACS 1.4 s, the WCA 1.3 s, and PSO 2.4 s to converge, and
they can settle after 0.6 s, 0.6 s, 1.6 s, 2.4 s, and 2.5 s, respectively.

3.4. Case 4: Complex Partial Shading Condition

The final and most important case is the complex partial shading condition. In this case,
we have used 12 solar plates PV(1)–PV(12) having illumination values mentioned in Table 2
of this article. In this case, the global maximum power point is at 1078 W. A slight change is
made in the comparison: we have included the conventional technique simple P&O instead
of the WCA so that the difference could be clear and prominent between the simple P&O
and the hybrid P&O. The comparability of the duty cycle is presented in Figure 16.

Figure 16. Case 4: Duty cycle comparison of hybrid with other techniques.

The hybrid performance in this case is also much better: the red line shows the almost
stable duty cycle of the hybrid algorithm after it achieved maximum power due to stable
voltage and current. After the hybrid, DFO achieved a stable duty cycle, but it takes
more time to become stable compared to the hybrid; the other remaining lines have many
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fluctuations, which shows that the output voltage and current of the other techniques are
not stable. The comparisons of the power, voltage, and current of the hybrid algorithm
with the other techniques are presented in Figures 17–19 respectively.

Figure 17. Case 4: Power comparison of hybrid with other techniques.

Figure 18. Case 4: Voltage comparison of hybrid with other techniques.

Figure 19. Case 4: Current comparison of hybrid with other techniques.
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In this, the power achieved by the hybrid is the maximum by achieving 1077 W,
followed by DFO achieving 1075 W, PSO achieving 1068 W, ACS achieving 1067 W, and
conventional P&O achieving the lowest 262 W, respectively, out of 1078 W, as can be seen
in Figure 17. The hybrid has the highest 99.6% efficiency as compared to DFO at 99.5%,
PSO at 99.2%, ACS at 99.2%, and conventional P&O at the lowest 24.7%.

The results indicate that the proposed hybrid technique outperforms in all the cases.
Table 3 indicates the comparison and performance evaluation of all four (4) cases. The
performance evaluation is based on arithmetical analysis of the hybrid with soft-competing
techniques, which are commonly used for the MPPT problem. The hybrid algorithm
performed very well and achieved the highest power point in all cases, including the
uniform irradiance condition, partial shading condition, and complex partial shading
condition. The average efficiency of the hybrid is 99.8%, PSO is 98.36%, the WCA is
98.30%, ACS is 98.14%, and DFO is 97.62%. Conventional perturb and observe (P&O)
obtained the lowest average in the complex partial shading condition (Case 4) and obtained
only 24.7% power of the 1078 W. The proposed technique is comparatively faster than all
other techniques because it starts its algorithm with the P&O technique; if the system is
in uniform irradiance conditions, then the algorithm immediately determines the MPP.
However, if the system is in partial shading conditions or complex partial shading, the
system initially converges with the P&O algorithm, and then it switches to HHO. Thus, in
this case, the convergence time is automatically reduced compared to other techniques.

Table 3. Technical comparison of hybrid technique with other implemented techniques.

Performance Parameters Hybrid (1–4) DFO (1–4) ACS (1–4) WCA (1–3) PSO (1–4) P&O (4)

Convergence Time (s)

0.16 0.23 0.46 1.4 0.47 -
0.25 1.2 1.6 2.2 3.0 -
0.4 0.4 1.4 1.3 2.4 -
0.17 0.19 0.40 - 0.42 LM

Settling Time GM (s)

0.20 0.27 0.69 1.7 0.70 -
0.3 1.4 2.3 2.7 3.4 -
0.6 0.6 1.6 2.4 2.5 -
0.25 0.22 0.51 - 0.50 LM

GM Located

YES YES YES YES YES -
YES YES YES YES YES -
YES NO NO NO NO -
YES YES YES - YES NO

Power at GM

1260 1260 1260 1260 1260 -
796 796 796 796 796 -
594 594 594 594 594 -

1078 1078 1078 - 1078 1078

Power Tracked (W)

1259.9 1245 1236 1255 1244 -
794.8 792.3 793 793.4 792 -
593.2 552.7 570.6 568.2 570.4 -
1077.0 1075 1067 - 1068 262

Energy

1.66 × 103 1.65 × 103 1.65 × 103 1.4 × 103 1.64 × 103 -
1.273 × 103 1.23 × 103 1.48 × 103 1.128 × 103 1.263 × 103 -
0.87 × 103 0.46 × 103 1.49 × 103 2.21 × 103 2.3 × 103 -
2.12 × 103 2.12 × 103 2.12 × 103 - 2.12 × 103 0.5 × 103

Efficiency

99.9% 98.41% 98.1% 99.6% 98.7% -
99.84% 99.53% 99.2% 99.67% 99.49% -
99.86% 93.04% 96.06% 95.65% 96.04% -
99.6% 99.5% 99.2% - 99.2% 24.7%
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4. Conclusions

The hybrid MPPT technique comprised of HHO and P&O is presented in this paper.
The hybrid technique has been assessed based on qualitative and quantitative analysis in
comparison with P&O, ACS, P.SO, the WCA, and D.FO. The experimental results were
done for four different cases, changing irradiance conditions, and partial and complex
partial shading. For uniform and partial shading cases, four PV panels are connected, but
for the CPS case, twelve PV panels are connected in order to check the performance of the
hybrid technique. On the basis of the above results and the findings summarized in the
final comparison in Table 3, we can say that the conventional techniques in the complex
partial shading condition completely fail because they can achieve only 25% of the actual
power and can cause power loss up to 75%, while the hybrid and soft computing techniques
performed well under the complex partial shading condition. The results show in Table 2
that the hybrid technique is very effective and performs very well among other techniques
in terms of tracking time, power consumption efficiency, and fluctuation decrease.

Furthermore, the hybrid technique is efficient in tracking the global MPP within
90–315 ms, as associated with the time taken by other computing techniques. The hybrid
achieves 99.5% efficiency on average and performs very well among the rest of the compet-
ing techniques. Under the hybrid, the oscillation is compacted to <1 W, and the re-tracking
is tremendously effective. We may determine that the hybrid-based maximum PPT is a
good technique to increase the output of the PV system in all environmental conditions.
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