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Abstract: The ongoing energy transformation, which is fueled by environmentally cautious policies,
demands a full synergy with existing back-up gas turbines (GTs). Renewable energy sources (RESs),
such as wind and solar, are intermittent by nature and present large variations across the span of the
day, seasons, and geographies. The gas turbine is seen as an essential part of the energy transition
because of its superior operational flexibility over other non-renewable counterparts, such as hydro
and nuclear. Besides the technical aspects, the latter are less popular due to controversies associated
with safety, ecological, and social aspects. GTs can produce when required and with acceptable
reaction times and load ranges. This allows a balance between the energy supply and demand in
the grid, mitigating the variations in RESs. The increased cycling due to operational flexibility has
adverse effects on GT components and the unit efficiency. The latter dictates how well GTs make
use of the burned fuel and influence the emissions per energy unit. This paper investigates these
aspects. First, it presents the effects of increased penetration of renewable energy sources (RESs) into
the grid. Second, it defines the new operation requirements including more dynamic load regimes,
the provision for high occurrences of starts and stops, continuous and variant load cycling operations,
extended partial loading or stand-by, and other conditions not foreseen under the classic baseload or
cyclic operations. Finally, it proposes the overhauling of the present GT inspection and lifing criteria
to meet the new role of GTs.

Keywords: cycling; creep-fatigue interaction; flexible operation; lifing criterion; grid stability;
energy balance

1. Introduction

The need to reform our energy sources, while continuing to power an increasing global
population (and its modernization aspirations), is an extraordinary task.

The most obvious complication is the increasing gap between the energy supply and
demand. Well-established traditional fossil-fueled plants, such as those driven by steam
and gas turbines, produce large output power. They are continuous and can be turned
on/off when needed and to the required output range (within the rated limits of the plant).
These characteristics, not present in renewable energy sources, make the clean energy
transition one of the most difficult challenges of the 21st century. This is particularly valid
when adding cost and reliability to the discussion.

Transitioning to carbon free (or low carbon)-based energies is seen as the solution
to limit the harmful emissions resulting from burning hydrocarbon fuels. As a result,
environmentally friendly policies, although with different ambition levels, are on the
rise. Factors such as affordable fuels, availability of required technologies, and so on, are
important influential parameters.

Europe is a good example of environmentally driven energy policies, where the RESs
used in power generation are forecasted to reach 50% by 2030 and 65% by 2050. While this
is projected by the European Commission’s EUCO30 scenario, other projections are beyond
80% of the total energy sources [1].
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During this phase, gas turbine-based plants, i.e., gas–steam combined plants, are
positioned at the front and center. The popularity of such plants, considering the overall
competitive electricity market, is summarized by Cerri et al. [2] as follows:

• Excellent operational flexibility and maintainability;
• Relatively low investment costs;
• High electrical efficiencies.

The operational flexibility refers to the GT’s ability to produce at different load levels
by regulating the fuel rate and having good cycling properties, including start up and shut
down, and ramp (up/down) rates. Higher GT flexibility, especially in terms of running at
minimum power levels, enables larger RES penetration. These characteristics provide an
energy buffer to mitigate the complex risks associated with the RES penetration, especially
in terms of voltage stability of the electrical networks. It is estimated that the present
conventional power plants can deliver flexibility up to a level corresponding to 50% RES
shares (wind and solar), regardless of the technical cycling parameters [3]. Moreover, the
operational flexibility of GT-based plants can be improved by the integration with energy
storage systems. The latter are seen as underpinning technologies to meet the challenges
associated with the clean energy transition and have seen notable rise in research to support
higher RES penetration. Storage technologies are often classified based on the physical way
they are stored [4]:

• Mechanical: Pumped Hydro (PHS), Compressed Air (CAES), and Flywheel (FES);
• Electromechanical: Secondary Battery Lead-acid/NaS/Li-ion and Flow Battery;
• Electrical: Capacitor/Supercapacitor and Superconducting Magnetic (SMES);
• Thermochemical: Solar fuels and Solar hydrogen;
• Chemical: Hydrogen and Fuel cell/Electrolyzer;
• Thermal: Sensible/latent heat storage.

Researchers such as in [5–8] have discussed different classes of storage technologies
and some basis for comparing them. There are numerous parameters that define the techni-
cal and economical performance of a storage system. For this reason, a fare comparison
ground would be in terms of their application. The storage sources’ role to provide reliable
reserve for intermittent energy sources have been analyzed in [9–22]. This is with consider-
ation to different energy scenarios and RES penetration levels. The most suitable methods
in terms of energy flexibility are capable of handling utility-scale capacity 1–100 MW for
quite long time, with charging/discharging periods (in the order of hours or days) [13].

Rydh and Sandén [15] presented a model to simulate the battery energy storage
systems (BESS). This enables the evaluation of the BESS’ performance (efficiency, cycle
and lifetime) as well as economic viability. Nyamdash et al [23] analyzed the economics
of dedicated large-scale storage, supporting large wind penetration. They concluded that
in the Irish case, where they focused their study, the storage efficiency must be at least
92% to break even. Judging on the whole of researched technologies referenced above,
criteria such as maturity level, installed power, charge/discharge time periods, and cost
have been partially/ fully utilized. In this respect, and based on the research survey, three
technologies including PHS, BES and CAES are shown to be real contenders in the race
against intermittency.

First, PHS is presently the most viable energy storage system for large-scale electricity.
It represents the only mature solution with a wide range of grid management services,
ranging from peak power production to ancillary services. Additionally, it offers charg-
ing/discharging period durations in the order of a few hours to a few days, a long operating
life (up to 100 years), and high efficiency (70–80%) [5]. PHS, however, is not expected to
expand in the future. This is because candidate sites have been used or cannot be exploited
due to environmental concerns.

Second, BES is available in the range of 1–30 MW. Large-scale BES installations are
feasible by placing batteries in a parallel arrangement to achieve the requisite capacities. At
present, three types of batteries are considered commercially viable solutions, including
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sodium–sulfur (Na–S), lead–acid (Pb–acid), and lithium-ion (Li-ion) batteries. Rydh and
Sandén [15] compared their energies, charge/discharge efficiencies, and service lives. Their
energy efficiencies are 0.75–0.83, 0.7–0.84, and 0.85–0.95, respectively. Li-ion showed the
best service life. Assuming an 80% depth of discharge (DOD), their cycle lives are reported
at 4.5–5.0 and 5.0–7.0 k-cycles for Na–S and Li-ion batteries, respectively. Batteries used
as RES back-up are expected to cycle daily, in which case the cycle lives are the main
determining factor for their usefulness in service. These ranges obviously decrease in
the case of 100% DOD. Furthermore, BES’ mass production is expected to improve its
production efficiency [15].

Third, CAES is based on compressing air into reservoirs, which may be natural caves
or artificial. It is based on storing heat energy at periods of a surplus power supply
(i.e., off-peak power) and reinjecting it at peak demand. The cycle is inverted, and the
high pre-ssure is then used to drive turbines, as the air is slowly heated and released. In a
conventional diabatic CAES, natural gas is burned in an expansion turbine, while adiabatic
CAES stores the heat generated from compressed air and uses it to re-heat expanding air
during the generation cycle [24]. At the present, only diabatic CAES is considered a mature
technology with two plants so far installed globally. The first is the Huntorf power plant
commissioned in 1978 in Germany, and the second application is the 110 MW McIntosh
power station in the United States. The latter was commissioned in 1991. CAES research
has gained momentum in the past ten years because apart from hydro pumps, it is the
only high-capacity storage method (50–300 MW) considered available at this time [23].
Emerging technologies such as gas storage (hydrogen and methane) are under investigation
for large-scale applications. Additionally, the stored energy (in the case of CAES) can be
used for more than one year, and the start-up time is 9 and 12 min for emergency and
normal conditions, respectively [24]. The downsides of CAES at the present is the low
efficiency and high cost. These have triggered several proposed solutions, diverging from
the presently installed plants, such as those presented in [25–30]. Igie et al. [30] investigated
a CAES system that provided added energy flexibility: it is based on extracting compressed
air from the gas turbine and storing the heat energy during periods of a surplus power
supply to be reinjected during peak demand. The authors demonstrated a model based
on extraction from behind the last compressor stage (10th), without risking a stall. Their
investigation indicated a storage efficiency of up to 70% at the maximum injection. This is
because greater power is produced as compared to the absorbed work (charging and fuel
consumed). CAES and BES do not fare well from an economic perspective when compared
against traditional storage methods such as PHS, but this is expected to improve with larger
installed capacities and system improvements.

As energy storage solutions become economical, commercially viable, and technically
suitable, gas turbines will continue to play a crucial role to support additional RES pene-
tration. Besides the RES level, its type and geographic size are key influential factors that
greatly affect the operation requirements of GTs.

In terms of the RES levels and types, there are different consequences on the power
system stability and GT operations. A larger wind energy penetration, for instance,
does not have the same effect in comparison to Photo Voltaic (PV) energy. These vari-
ations have been analyzed by several researchers [31–37]. In terms of wind penetration,
Impram et al. [32] found that a 10% wind power penetration (an example taken from
Scandinavian countries) increases the energy reserve requirement by 1.5–4%.

By the same token, Naser et al. [34] demonstrated the adverse implication of high
wind penetration levels on system stability. Moreover, Meegahapola and Flynn [35] and
Niu et al. [37] found that in the case of a fault, the ability of the system to restore its stable
condition, i.e., “transient stability”, is adversely affected by closer proximity to regions with
high wind penetration. On the other hand, the effects of PV on the power system were
analyzed by [36–39]. Zhang et al. [36] indicated that overvoltage problems are inevitable due
to the high share of PVs connected to the sub-transmission network. This is in addition to
higher transient overvoltages associated with greater PV penetration. Eftekharnejad et al. [38]
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found that during transient events, larger voltage drops were found after a fault in the
case of greater PV penetration. They also analyzed the effects of PV penetration on the
steady-state stability and concluded that PV penetration mostly affects voltage magnitudes:
overvoltages occurred in the transmission line busbars, especially at 20% and higher PV
penetration levels. Alquthami et al. [39] addressed the same topic for different penetration
levels, i.e., 5%, 10%, and 20%, while keeping synchronous generators (SGs) in the system.
Simulations showed that the system frequency stability was adversely affected at the 20%
penetration level.

Besides the RES level and type, its geographic size also heavily affects the impact of
increased renewables penetration on flexibility requirements. Larger countries (such as
the United States) or in lumped control regions (such as the aggregation of the European
power system) can imply less severe operational flexibility on GTs. Eser et al. [40] analyzed
different models developed for different types of power plants, using isolated subsystems,
and found that the solar and wind generators’ energy production were overestimated by
9%.

The flexibility definition and requirements will continue to evolve with the energy
transition. The solutions for providing flexibility are expected to increase in complexity [31].
Gas turbines, used as back-up sources, have different requirements in comparison to base
and peak load units. “Backup” GTs remain online in “standby” mode, ready to dispatch
energy in minutes, hence maintaining the delicate grid stability. The start-to-full power
capabilities are 15 and 30 min for advanced simple and combined power plants, respectively.
This is a major shift from the conventional GT operations: the gas turbine stayed at almost
constant, high loading levels for long time intervals. The new “flexible” mode implies
huge and fast load changes, more frequent peak and part load operation, and a higher
number of start-ups and shut-downs. Feldmuller et al. [41] summarized these changes in
five elements:

• Increase in starts;
• Fewer operating hours;
• More part load hours and load transients;
• Change for hot starts to cold starts;
• Shift to unpredictable and new load regimes.

Furthermore, the changing operational profiles represented by the cycling operations
often lead to less and different MWh/day values as the power levels vary quickly and often
between the base load and minimum load.

The downside of the gained flexibility presents numerous undesired effects. These
were detailed in [32] and are summarized below:

• Lower efficiency due to the continuous start–stops and ramping;
• Cost increases;
• Shorter equipment life;
• Higher maintenance requirements.

A number of researchers have compared the emissions levels for different operating
regimes [40–44]. Eser et al. [40] discussed the emission increase in the downside effects,
stating that “An increase in load cycling has a detrimental effect on a conventional power
plant’s life, results in poor financial performance, and leads to increased emissions from
the power plant”. At part load and under transient operations, flame stability, heat rates
and emissions compliance can be a problem: “Emission requirements often limit the ability
of a Combined Cycle unit to load below 50% or even 75% for some designs” [40].

By the same token, Turconi et al. [43] stated that “Emissions from cycling (total of part-
load operation and startup) accounted for 2.7–5.0% of life cycle CO2 emissions,” 2.9–6.4%
for NOx and 2.2–3.6% for SO2 in the five scenarios considered. Emissions due to part-load
operation were 2–6 times higher than those from start-up.

In addition to the emission increase, Arias [44] discussed the negative effect on CO2
capture and storage (CCS): “The main drawback to the flexible operation of any type of
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power plant is the obvious increase in the specific cost of electricity output owing to low
capacity factors. This cost penalty is particularly detrimental in the case of power plants
with CCS systems due to the large capital investment required to build this type of plant”.

In conclusion, it is shown that cycling emissions are not negligible, they should be
considered when assessing the environmental performance of power systems with a high
share of renewables, but in this case did not overcome the benefits of increasing wind
penetration.

On the other hand, the degenerating effect of cycling on the GT components’ is
difficult to isolate. This is because degradation mechanisms occur simultaneously and are
influenced by components’ age amongst other factors. The most detrimental effect is the
failure of the material to sustain re-occurring stresses, leading to the separation (partial/full)
“cracking” of its stress-bearing wall. An example of the flexible operation’s impact is shown
in Figure 1, depicting the strong relationship between the number of starts and total crack
lengths in a first-stage expander nozzle set: the cracking length is doubled with the number
of starts due to thermal transients. The extent of cracking (i.e., length, depth, etc.) is an
important factor in the restoration of degraded components within the required properties
and economic feasibility. Therefore, unaccounted thermal transients due to frequent starts
and load changes promote excessive cracking and potentially premature end of service.
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Figure 1. Impact of cycling on components’ cracking. Adapted from Ref. [45].

A second but no less important degradation mechanism that limit the lives of gas
turbine components such as expander blades is Thermal Mechanical Fatigue (TMF) cracking.
It is generally associated with transient thermal stresses, especially from fast ramp-ups
and frequent load fluctuations. TMF is a typical mechanism in blades operating in the hot
section, leading to their breakdown. Running at part load, on the other hand, results in
lower than creep temperature and thus longer expected lives.

This article is an extension of [45], which identified the most critical gaps in the present
inspection and lifing criteria under the flexible operation requirements. After a brief in-
troduction of the criteria, it details the novel challenges involved with the operational
flexibility, in particular pertaining to components stresses and lives. One of the key out-
comes is that the start-based criterion is found to be less conservative. This is in comparison
to the hour-based criterion, found to be very conservative.

2. Renewables and Flexibility Needs

The complexity of grid management increases with the rise of renewable energy
sources. In addition to the reserve capacity requirements, there are variations within the
RES uptime (or producing phase) that dictate the system flexibility needs. Impram [32]
classified the latter into four types: flexibility for power, energy, transfer capacity, and
voltage. First, the flexibility for power refers to the power supply–demand balance needed
to maintain frequency stability for short-term periods (a second to an hour). It is dictated by
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the power supply variations linked to weather changes. Second, the flexibility for energy
considers the supply–demand balance over medium- to long-term periods (hours to several
years). This is due to a decrease in fuel storage-based energy supply in generation. Third,
the flexibility for transfer capacity is established for overcoming bottlenecks over short-
to medium-term periods (minutes to several hours). It is due to increased peak demands,
increased peak supply, and increased usage levels. Finally, the flexibility for voltage: The
bus voltages need to be kept within predefined limits over short-term periods (seconds
to tens of minutes). It is due to increased distributed generation in distribution system
resulting in bi-directional power flow and operation scenario variance.

These changes vary by energy choice, period of day, season, and location, amongst a
multitude of other influential factors. This section focuses on the PV and wind behaviors
pertaining to the increased flexibility needs.

The imbalance between peak demand and PV energy production is expressed by the
duck chart, which originated from the California independent system operator (CAISO).
The lines in Figure 2 represent the net load (the difference between the forecasted load
and expected electricity produced by variable renewables) over the course of a typical day.
The impact of the renewable penetration over the last eight years (2012–2020) is rising,
provoking sharper ramp rates. In this case, three load lines for years 2012, 2014, and 2020
are displayed. The “duck tail”, representing the morning, shows a near to steady net load,
making it more desirable for back-up gas turbines. As the solar energy ramps up, back-up
energy does the contrary, until it reaches the lowest point on the curve “duck belly”. The
2020 line is based on 33% power from renewable resources, with a potential overgeneration.
Finally, the “duck head”, representing the evening hours into the night, shows the least
desired situation: back-up energy is required to fill an exponential rise in the net load. This
is because the demand is peaking while the solar energy is fading. The maximum hourly
ramp rates, which represent the steepest change in residual load between two consecutive
hours over the course of the year, are on the rise across various countries such as Spain,
Italy, France, Ireland, and United Kingdom. It is expected that each of these countries
will feature maximum ramp rates of more than 10 GW by 2030. With higher inclusion of
renewable energy, the “duck belly” sinks further, adding further strain on back-up gas
turbines to ensure the energy supply–demand balance.
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The wind penetration in comparison to PV requires more planning. This is mostly due
to its unpredictable nature. The “flexibility graphs” presented in Figure 3, show a good
visual for planning the wind penetration’s back-up sources for central Europe, in addition
to three selected countries:

1. Penetration levels (as a ratio of peak load) of gas turbine-combined gas cycle (CCGT);
2. Combined heat and power (CHP);
3. Pumped hydropower;
4. Hydroelectric power plants (Hydro);
5. Interconnections.
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The wind power penetration is represented by the red polygon, connecting the five
energy flexibility sources. This representation provides a good visual for balancing the
energy supply–demand. Flexibility needs on the supply side of the power system can
be met with partial load operation of the power plants connected to the system, load
following, and fast start/stop times [32]. Countries with high RE penetration, such as
Denmark and Germany, have high transfer capacities with neighboring systems. This
benefits the overall region in two ways: First, the interconnections, previously limited to
local use for maintaining the system’s reliability, began to be regarded as a flexibility source
for the region. Second, the reserve capacity increases in the whole interconnected system,
which help to mitigate the RE variability. As a result of the unique flexibility mechanisms of
each power system, the region’s energy balance improves, as shown in the central Europe
polygon.
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Unless high-capacity energy storage becomes available, the need of higher power
system flexibility is on the rise, proportionally to the increase in renewable energy shares.
The flexible energy need can be classified into daily, weekly, and annually.

• Daily needs are primarily driven by Photo Voltaic (PV) generation;
• Weekly needs are triggered through wind power generation, rather than PV;
• Annual needs are determined by seasonal variation in demand across the year and are

dependent on the share of RESs. The type of RES has a major impact on the imbalance
of the residual load between the seasons. In this case, the difference in the case of PV
and wind energies can be significant. The summer season with peak PV production
correlates with low consumption. In comparison, the winter where wind energy peaks,
correlates with high demands. Therefore, annual flexibility need is less impacted as a
result of increased wind shares. As a rule, a mix of two (or more) renewable sources
would be desired as demonstrated by [46]: “Combination of different renewable-based
sources such as PV and wind is very helpful for the reliability of the system”.

Paired with the previous variations, the PV efficiencies are also affected by the amount
of available unobstructed sunlight in the sky. Depending on the irradiance level and
temperature, at any given time, PV cells operate at a fixed point, which changes as the
ambient temperature and solar radiation levels vary [47,48].

These needs, paired with the flexibility characteristics and associated particularities,
are not included in the present inspection and lifing criteria. They rather predefine an
almost “rigid” scheme of operational mode with weighting factors based on hours of
operations and/or number of starts.

3. Present GT Lifing Criteria

The results presented in this paper are largely based on field observations and first-
hand experience in gas turbine components repairs, paired with the analysis of the most
relevant publications on the topic. The investigation of the present criteria started with the
industry practices. The global gas turbine manufacturers adopted their own formulae and
weighting factors. Before dwelling any further into these, the key terminologies used in
this article include:

• Fast start: depending on the gas turbine design, a fast start can typically be around
15 min from ignition to full load. General Electric (GE) specifies a peaking fast start,
which for some units such as 7F.03 is less than 15 min and carries some maintenance
factors due to increased thermal gradients in the rotor as reported by Beagle et al. [49].

• Peak load: the operation above base load, achieved by increasing the turbine inlet
temperature (TIT).

• Hot, warm, and cold starts: these refer to the start-up, after a period of shutdown in-
cluding less than 8, 8–48, and more than 48 h standstill (and cooling), respectively [50].

• Part load: is the operation below base load achieved by varying the fuel flow rate and
the modulation of the inlet guide vane (IGV) in certain designs. The purpose of the air
flow rate modulation is to enhance the heat recovery performance, thus increasing the
combined cycle efficiency by maintaining a high turbine exhaust temperature [51].

• Flex start: during (faster) start-up and loading, specific modulations of the exhaust
temperature and exhaust flows are allowed to limit the transient temperature effects
imposed by the steam cycle (for combined cycle plants).

• Cycling: refers to the operation of electric-generating units at varying load levels,
including on/off, load following, and minimum load operation, in response to changes
in system load requirements.

The degradation of gas turbine components is the result of complex interplay between
several mechanisms, acting simultaneously and with far-reaching effects. The quantification
of these degrading forces and their effects on GT components is not available at the present.
To overcome this gap, the industry has settled on a more direct approach to quantify the
time needed for interventions. It takes into consideration the time required for damage to
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reach an unacceptable level, beyond which failure is more likely. The inspection and lifing
criteria calculations assume the presence of two types of stresses: steady state and transient
stresses. Knowing some operational information, intervals can be calculated in terms of
hours and/or number of starts.

Criteria Overview

First, the inspection and lifing criterion can be established using the number of hours
or starts independently, covering the continuous and cyclic duty applications, respectively.
The criterion limit, which is first reached, determines the maintenance interval. Typical
inspection intervals are 24,000 h or 900/1200 starts for hot gas path (HGP) inspection,
and 48,000 h or 1800 starts for major inspection [49]. A combustion system inspection is
typically performed at 8000 h or 900 starts. The exact intervals vary according to the GT
technology and class. Influential factors are introduced, resulting in factored fired starts
(FFS) and factored fired hours (FFH):

• Hour-Based Factors: fuel type, peak load, and diluent (water or steam injection).
• Start-Based Factors: start type (conventional or fast peaking), start load (max. load

achieved during a start cycle, e.g., part, base, or peak load), and shutdown type
(normal cooldown, rapid cooldown, or trip).

GE, for instance, uses the following equation (Equation (1)) for its factored starts
criterion [49]:

GE Factored Starts = 0.5NA + NB + 1.3NP + PsF +
n

∑
i=1

(aTi– 1) Ti+
k

∑
i=1

(aLi– 1) Li (1)

where NA is the annual number of part load start/stop cycles (<60% load), NB is the annual
number of base load start/stop cycles, NP is the annual number of peak load start/stop
cycles (>100% load), Ps is the peaking-fast start factor, F is the annual number of peaking-
fast starts, T is the annual number of trips, aT is the trip severity factor, n is the number of
trip categories (i.e., full load, part load, etc.), L is the annual number of load steps ≥ 20%,
aL = exp (0.0137 ×% load step), and k is the number of load step levels.

In Equation (1), the term (∑k
i=1(aLi– 1) Li) was recently introduced by GE in February

2021 to account for the load change’s effect. This, however, is applicable only for the hot
gas path inspection and for load steps greater than 20%. Hours at load are not established,
and a succession of step loads within the 20% limit can occur and not get accounted for
under this criterion revision.

Second, the Equivalent Operation Hour (EOH)-based criterion combines the effects of
hours and starts. Operation hours are evaluated by using formulae based on the weighting
of influential factors such as the number of fast loadings, rapid temperature changes,
operating hours, fuels, injection of steam or water in the combustion chamber, and so
on. This was adopted from ISO 3977-9: 1999 and is used to capture the interactions of
continuous duty and cyclic duty applications on the lifetime of the components. An
example of the EOH calculation is shown in Equation (2) below:

EOH =a1n1 + a2n2+
n

∑
i=1

ti + f w(b1t1 + b2t2) (2)

where a1 is the weighting factor for each start, n1 is the number of fired starts, n2 is the
number of fast loadings, ti is the equivalent operation hours for rapid temperature changes
(e.g., due to step load changes of load rejections), n is the number of rapid temperature
changes, b1 and b2 are the weighting factors for base and peak load duties, respectively,
t1 is the operating hours factor with output up to base-load rating, t2 is the operating hours
factor with output between the base and peak-load ratings, f is the weighting factor for
contaminated, out of specification or non-specifiable fuels and, finally, w is the weighting
factor for injected water or steam.



Energies 2022, 15, 5474 10 of 17

Typical EOH inspection intervals are as follows: 8000 h for the combustion system,
24,000/32,000 h for HGP, and 48,000/64,000 h for major inspection as reported by Beagle
et al. [49]. Components’ lives are primarily limited by the effects of creep or fatigue or are
based on economic considerations (repair versus the cost of new parts). Critical components
such as expander blades are limited by three HGP inspection intervals (around 72,000 EOH),
while rotors are limited to 100,000 to 150,000 EOH. The effects of fatigue or transient stresses
are more severe. It is known that gas turbines running in cycling mode (i.e., higher transient
loads) generally undergo shorter inspection intervals. A plant operating as base load may
be required to undergo a 3, 6, 9 pattern of overhauls, i.e., minor (4 weeks) overhauls in years
3 and 6, and a major (8 weeks) overhaul in year 9. For units that are operating in a cycling
regime, the frequency of overhauls may be increased to, for example, a 2, 4, 6 pattern [52].

4. Operational Flexibility Effects on GT Components

The effects of operational flexibility can be categorized into direct and indirect. The
former refers to the immediate impact seen on the components, for example, excessive
cracking, while the latter represents the long-term or cumulative effects, for example, a
reduction in the GT efficiency and reliability. Researchers such as in [3,42,53]. have analyzed
the GT efficiency losses from increased cycling, in addition to part load and other flexibility
operation characteristics. Kumar et al. [53] attributed up to 50% of the long-term heat
rate degradation to cycling operations. They showed that around 10% degradation over
a 30-year period and an approximate 1–5% loss in efficiency were attributable to cycling.
They added that a typical unit may increase 4% to 5% in the period between overhauls
but regain all but 1% after a good major turbine overhaul. Most of this is due to cycling
operations. The effects on reliability can be seen in the rise in equivalent forced outage rates
(EFOR) due to cycling as depicted in Figure 4. The results represent the average number
of annual start cycles and EFOR of ten units. A rise in cycling results in higher plant
equivalent forced outage rates (EFOR). The latter is typically done to perform unplanned
maintenance interventions.
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In addition to the start and shutdown cycles, Kumar et al. [53] attributed the loss in
reliability to fast cycling. The latter is caused by load following and can require transitions
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from one combustion mode to another to restore flame stability and combustion pressure
dynamics.

GT components are designed to withstand steady state stresses and a limited num-
ber of transient loads; unaccounted cycling stresses can greatly influence their residual
lives. As demonstrated by Reyhani et al. [54], the blade metal temperature distribution
and temperature gradients are the most important parameters determining the expander
blades’ lives among other critical components operating in the hot section. The GT lifing
predictions are based on two primary factors: creep and fatigue, and it is the combination of
mechanisms that ultimately takes place. Depending on the components, the compounding
effect of oxidation, hot corrosion, and other degradation mechanisms can mean shorter
lives.

4.1. Fatigue–Creep Interaction

A typical gas turbine’s life estimation procedure is summarized in Figure 5 and consists
of two main parts: creep and fatigue calculation. While the creep and fatigue lives are
major parts of the lifing procedure, other factors due the operating environments, such as
corrosion, are in second order of importance. The Electric Power Research Institute (EPRI)
reported on the state-of-the-art creep-fatigue interaction knowledge including the current
methods for lifing and testing in this domain as reported by [55,56]. The simultaneous
effect of creep and fatigue on some components affected by both, such as expander blades,
is complicated, even under the standard regimes (i.e., base and some cyclic loads).
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Under the flexible operation, the base load units perform nearly continuous cyclic
operations, subjecting more components to the creep–fatigue conditions as demonstrated
by [53]. The severity of these conditions is also greater due to increased cracking from ther-
mal mechanical fatigue and low cycle fatigue (LCF). It is known that LCF is mainly caused
by a higher number of starts, especially fast starts: during start-up, the exterior and internal
surfaces of the hot gas path components are under compression and tension, respectively,
while the opposite occurs during shut down cycles due to cooler compressor discharge
air. Under flexible operations, combustor parts and rotating hot section components are
particularly at risk from cyclic TMF and thermally driven LCF, causing shorter lives. This
is depicted in Figure 6. Keatley et al. [52] presented a study performed to estimate the
start-up costs for a model base load unit over its entire service life. The curve plotted on
the primary y-axis shows the power trend line for the relationship between the units’ age
and creep life consumption. The relationship between age in calendar years and fatigue life
consumption, measured in cumulative lifetime starts, is plotted on the secondary y-axis. As
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with online hours, knowledge of the number of lifetime starts performed by competitors
may be of commercial value to market participants, so individual data are not shown but
are represented by a power trend line. It also shows that the number of annual online hours
performed by base load units tends to decrease with age.
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4.2. Thermal Mechanical Fatigue

The thermal mechanical fatigue’s effect on peaking machines, in comparison to the
typical TMF (from base load), due to energy demand variation is reported by [57]. He
argued that the present TMF methodologies used for flexible operation units produce
non-conservative life predictions. This is because the existing TMF lifing methodologies
are extrapolated from a generation of more simplistic isothermal data, obtained from high-
temperature fatigue or creep tests. Such data represent a linear damage accumulation
approach, which fails to fully capture the complex interactions between the different
damage mechanisms. The impact of higher temperature, even a few degrees, can be
significant for materials operating in the creep range. Figure 7 below shows the typical
daily flexible operation of a Siemens 8000H heavy duty gas turbine. The larger peaks
represent the number of starts (once daily), and the smaller peaks represent the loading
variation in between, with larger variation taking place in the afternoon. Under the present
start-based criterion from GE, the smaller peaks (less than 20% variation) are not accounted
for. In this case, the combined cycle plant is rated at 500 MW, and the implications of a small
load change on the temperature profile when running at full load can be substantial. This,
combined with faster start and stop procedures, adversely affects the combined cycle plants,
which are not intended by design to operate under such heavy thermal cyclic loading.

Eser et al. [41] presented the case of three scenarios for ramps: Scenario A represents
the most probable increase in wind and solar capacities. Scenario B is an optimistic case
with more additions of wind and solar than in Scenario A, as well as an increase in gas
plants to provide more flexible power generation. Scenario C has a very high penetration of
wind energy. The average number of starts of thermal power plants was shown to increase
by 4–23% as renewable penetration increased in the CWE and CEE regions. Simultaneously,
the number of ramps was found to increase by 63–181%. Even in Scenario A, which is the
most probable scenario in the German National Energy Action Plan, the number of ramps
increased by 63% for 2020 in comparison to seven years earlier, emphasizing the importance
for both OEMs and utilities to account for power plant cycling in future markets. Scenarios
B and C include increases of 143% and 181%, respectively.
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Figure 7. Example of a combined cycle power plant flexible operation. Adapted from Ref. [58].

4.3. Partial Load Operations

Reyhani et al. [54] reported on the effects of partial loads, particularly pertaining to
the metal temperature’s effect on the first-stage expander blade’s life. The authors showed
that 300 h operation at 70% load can be equal to one hour operation at base load. This was
established through the correlation of the load and metal temperature and is applicable
in the case where the load changes are due to variations in the turbine inlet temperature
alone. In fact, many GT units operating under partial load for mechanical drives experience
longer lives, for example, the GE frame 5 machines.

Under growing flexible operations, the risks for components’ lives increase due to a
number of issues:

• Degradation of materials and coatings from cyclic-based loading and sustained tran-
sients such as increasing amounts of fatigue damage due to more frequent starts, load
fluctuations, and faster loading ramp-ups;

• Inadequate inspection intervals primarily for combustion, expander parts, seals, and
bearings;

• Lack of reliable lifing criteria for the most critical components such as the rotor and
expander blades;

• Reduced reliability of high-temperature metallic and ceramic protective coatings.

5. New Limits

Over the years, there have been many attempts to overhaul the inspection and lif-
ing criteria using a form of condition-based maintenance, as opposed to the classical
schedule-based maintenance. This, however, has remained largely excluded from ac-
tual industrial practices. Today, there is an eminent need to update the criteria, account-
ing for the flexibility requirements. It needs to define the characteristics of the system
(e.g., ramping requirements, minimum load levels, resource mix, etc.) to maintain relia-
bility with increased variable generation [53]. Linkenheil et al. [59] discuss five areas of
crucial parameters for flexibility sources:

• Star–stop cycles;
• Reaction time;
• Low fixed and variable cost;
• Start-up capability;
• Operation range.

Similarly, the internal renewable energy agency “IRENA” [60] defines four objectives
of flexibility of power plants, including the following:
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1. Shorter start-up time and lower start-up costs: This is since shorter start-up times
enable the plant to quickly reach full load and significantly improves the operational
flexibility. The costs associated with the start-ups include more frequent maintenance
and additional fuel consumption.

2. Lower minimum load and improved part-load efficiency: Operating thermal plants at
lower loads increases the bandwidth of their operation, increasing flexibility. Most
thermal power plants experience a drastic reduction in their fuel efficiency at low
loads, and therefore improving this is an important element of increasing flexibility.

3. Higher ramp rate: The rate at which a plant can change its net power during operation
is defined as the ramp rate. With higher ramp rates, the plant can quickly alter its
production in line with system needs.

4. Shorter minimum uptime and runtime: Reducing the minimum time that the plant
must be kept running after start-up or remain closed after shutdown allows a plant to
react more rapidly.

6. Discussion

The inspection and lifing criteria, largely used in the gas turbine maintenance industry,
present two important gaps with consideration to the flexibility requirements.

First, in case of the start-based criterion, the new thermal characteristics associated
with the novel operational modes are not fully captured, for example, the time interval
at a specific load. This is responsible for excessive cracking. Studies on the interaction of
thermal mechanical fatigue (TMF) due to energy demand variation reveal major weaknesses
in accounting for actual stresses. This is because the existing TMF lifing methodologies
are extrapolated from a generation of more simplistic isothermal data, obtained from high-
temperature fatigue or creep tests. Such data represent a linear damage accumulation
approach, which fails to fully capture the complex interactions between the different
damage mechanisms [52].

Second, the hour-based criterion (or creep driven) is found to be conservative, espe-
cially with the rise in part load regimes. The effects of partial loads, particularly pertaining
to the metal temperature’s impact on the first-stage expander blade’s life is reported by [54].
He showed that 300 h operation at 70% load can be equal to one hour operation at base load.
This is established through correlation of the load and metal temperature and is applicable
in the case the load changes are due to variation in the turbine inlet temperature alone (not
via the inlet variable guide vane–IGV).

Therefore, it is necessary to define new inspection and lifing criteria to reflect the
impact of the new and novel degradation mechanisms associated with the flexible op-
erations, with consideration of their interactive and cumulative nature. Typical factors
affecting the life criterion under flexible operation include fatigue creep interaction, thermal
mechanical fatigue, and partial loads. Here, it is proposed to introduce improvements in
the current lifing criterion specific to flexible operation applications. In addition to the
presently continuous, peaking, and cyclic modes, there is a need to define the terms for the
flexible mode based on the hours at peak, partial, and full loads, accounting for sustained
transient or flex loading. Several key factors shall be considered, including:

• Fast startup and loading;
• Daily or weekly start/stop cycles;
• Variable peak loads and part loads while maintaining emissions compliance;
• Flexible start and loading strategies (temperature and flow) for steam cycle optimization;
• Fuel flexibility (natural gas and hydrogen mixtures and syngas);
• Standby and peak shaving units;
• Others, such as extended cold standby periods followed by fast starts.

7. Conclusions

The clean energy transition is in progress and will continue to bring new challenges.
Back-up energy sources, in particular gas turbines, play crucial roles in its success. This is by



Energies 2022, 15, 5474 15 of 17

ensuring grid stability in the middle of high number of variations linked to the intermittent
energy sources. The most important gaps and challenges are identified in the present lifing
criteria and are summarized. First, the present inspection and lifing criteria do not reflect
the novel mode and requirements associated with flexible operations. In the case of the
start-based criterion, the new thermal characteristics are not fully captured, leading to
excessive cracking. On the contrary, the hour-based criterion (or creep driven) is found to
be conservative. This is increasingly important due to the rise in the partial load regimes.
In the case of the equivalent operating hours criterion, the individual effects from starts
and load levels are diffused into the equation, adding another layer of complication.

Based on these findings, the authors propose revising both criteria (hour/start-based
and equivalent operating hours) to adapt them to the new requirements associated with
the flexible mode operation characterized by frequent starts, continuous load changes, and
partial and peak loads, accounting for sustained transient or flex loading.
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