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Abstract: In this article, a comprehensive review of the computational fluid dynamics (CFD)-based
modeling approach for thermoacoustic energy conversion devices is proposed. Although thermoa-
coustic phenomena were discovered two centuries ago, only in recent decades have such thermoa-
coustic devices been spreading for energy conversion. The limited understanding of thermoacoustic
nonlinearities is one of the reasons limiting their diffusion. CFD is a powerful tool that allows taking
into consideration all the nonlinear phenomena neglected by linear theory, on which standard designs
are based, to develop energy devices that are increasingly efficient. Starting from a description of
all possible numerical models to highlight the difference from a full CFD method, the nonlinearities
(dynamic, fluid dynamic and acoustic) are discussed from a physical and modeling point of view.
The articles found in the literature were analyzed according to their setup, with either a single ther-
moacoustic core (TAC) or a full device. With regard to the full devices, a further distinction was made
between those models solved at the microscopic scale and those involving a macroscopic porous me-
dia approach to model the thermoacoustic core. This review shows that there is no nonlinear porous
media model that can be applied to the stack, regenerator and heat exchangers of all thermoacoustic
devices in oscillating flows for each frequency, and that the eventual choice of turbulence model
requires further studies.

Keywords: thermoacoustic; computational fluid dynamics; porous media; renewable energy;
oscillating flow

1. Introduction

Thermoacoustics is a multidisciplinary topic because it involves fluid dynamics, heat
transfer, acoustics, solid mechanics and electrical engineering. The thermoacoustic effect
was studied by Rayleigh for the first time in the XIX century by observing that pres-
sure waves can be amplified if they interact in phase with an oscillating heat flux [1].
Thermoacoustic oscillations represent a critical issue for the aerospace industry because
high-amplitude pressure oscillations produce significant mechanical stresses on engines
and therefore must be prevented [2,3]. On the other hand, in recent decades, thermoacous-
tics has become increasingly attractive for the energy sector. In fact, the interaction between
the fluid and solid matrix within a porous material, along which a certain temperature
gradient is applied, can replicate the above oscillations to convert heat into electricity. At
the same time, starting from the working fluid oscillations, a temperature gradient could
be generated along the porous sample to obtain cooling power from electricity. Based on
these principles, thermoacoustic devices can be used to obtain electricity or for cooling by
exploiting waste thermal energy [4–6]. The use of a working fluid with a zero-greenhouse
footprint, such as air, helium and argon, and the low capital and maintenance costs (due to
the absence of moving parts) make this technology potentially very competitive with other
technologies for energy conversion.

Thermoacoustic devices can be classified according to two different criteria: based
on thermodynamics, they can be called thermoacoustic engines (TAEs) or thermoacoustic
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refrigerators (TARs), depending on acoustic principles. In this case, if the time phase
shift between the acoustic pressure and velocity is approximately 90◦, the working fluid
experiences a thermodynamic cycle in the presence of a standing wave (SW). If the pressure
and velocity are in phase, the working principle of the device is based on a traveling
wave (TW).

The most recent physical prototypes of both TAEs and TARs have shown that electric
and cooling power of about 5 kW can be reached [7]. Nevertheless, the dissemination of
these devices is still limited to specific research applications, due to the very challenging
design, and the complex interaction between the disciplines involved. For instance, with
regard to thermoacoustic coupling, the classical linear thermoacoustic theory (based on
which most devices are designed) is no longer valid when the acoustic pressure is roughly
10% of the operating static pressure, due to the occurrence of nonlinear effects. Not all
causes of these phenomena are fully clear, despite the first experimental observations
and consequent numerical models. However, it is known that these nonlinear effects
impact negatively on the performances of thermoacoustic devices [8]. Computational fluid
dynamics (CFD) models can be useful to describe thermoacoustic phenomena, by taking
into consideration possible nonlinear effects, intrinsically not predictable by linear theory.
A full CFD model of every component of a thermoacoustic device (stack or regenerator as a
porous sample, heat exchangers, acoustic resonators, etc.) at the microscopic scale is still
extremely computationally expensive, due to the presence of a large range of length scales:
from the smallest, the viscous and thermal boundary layers, whose order of magnitude
is 10−4 m, to the characteristic length of the whole device (1 m). Therefore, the use of
macroscopic porous media models for parts of the thermoacoustic core (made up of heat
exchangers and a stack/regenerator) can avoid the simulation of the smallest scales and
reduce computational costs. However, the increase in computational power could make
this approach more competitive in the near future, both in the design/analysis phase
and for the understanding of all physical phenomena that occur outside the linear theory
description [8].

In recent decades, several review articles have been published in the field of ther-
moacoustics. Mainly, these reviews concern general thermoacoustic principles and ap-
plications [9,10], the coupling between acoustics, heat transfer and solid mechanics [11],
or specific types of thermoacoustic devices such as traveling waves [5,12] or standing
waves [13]. In terms of numerical modeling, the book of Swift [8] and the guide of the open-
source software DeltaEC [14] are available on linear theory. Despite the number of scientific
articles that have adopted CFD tools to model thermoacoustic devices, a comprehensive
review of this approach is not still available, according to the authors’ knowledge.

The present work aimed at analyzing how CFD-based models have been applied in the
thermoacoustic field. Such work is necessary due to the broad range of setups, boundary
conditions and sub-models currently employed in the available literature.

The outline of this paper is organized as follows. In the next section, an overview of
the modeling approach used in thermoacoustics is presented, from lumped models to the
CFD approach, by analyzing typical simulations and the advantages/disadvantages of
each method. The third section describes the physical phenomena that can only be modeled
with a CFD approach. In the fourth section, all CFD-based models investigated in the
literature are analyzed in terms of computational domains (a single thermoacoustic core or
a full thermoacoustic device), different boundary conditions, turbulence models and other
modeling approaches adopted. The last section of the paper presents some conclusions and
a future outlook.

2. Thermoacoustic (TA) Modeling Approaches

The domain in which they are developed, i.e., the time or frequency domain, is the
main parameter to classify models in thermoacoustics. Acoustics, dealing with oscillating
flows, is mostly described in the frequency domain. Generally, these models are based on
the linearity hypothesis, because they assume that each quantity oscillates with a sinusoidal
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trend during a period. Consequently, transient phenomena leading to the periodic steady
state cannot be captured. On the other hand, a time-domain approach allows simulating
these effects, but it is clearly more expensive in terms of computational costs. An overview
of the TA modeling approaches is presented in Figure 1.

Figure 1. Overview of modeling approaches in thermoacoustics.

2.1. Linear Thermoacoustic Theory (LTT)

The most widespread modeling approach is linear thermoacoustic theory (LTT), a 1D
model initially developed by Rott [15] and integrated by Swift [16], used as a design and
analysis tool for full thermoacoustic devices, implemented in the open-source software
DeltaEC [14]. The mathematical model is based on three equations: continuity, momentum
for the pressure p1 and volumetric flow rate U1 (as complex variables) and a total energy
equation for the mean temperature distribution Tm. These can be derived under the as-
sumption of “Rott’s acoustic approximation”, expressing each variable as a steady-state
component and a time-dependent fluctuation, introducing them in the Navier–Stokes equa-
tions (NSE) and canceling higher-order terms. The first-order continuity and momentum
equations in the frequency domain are reported below with an interesting electroacoustic
analogy, where each component of a thermoacoustic device can be fully characterized by a
viscous resistance rv, inertance l, thermal relaxation 1/rk, a compliance c and a controlled
source term g depending on the mean temperature gradient, as presented in Figure 2.
This electrical analogy can be naturally extended to also take into account, with an equiv-
alent impedance, the electromechanical coupling due to the presence of a speaker or a
piezoelectric device to provide or absorb acoustic power [17,18].

dU1
dx = −

(
1 + γ−1

1+εs
fk

)
iωA
γpm

p1 +
fk− fv

(1−σ)(1+εs)(1− fv)
1

Tm
dTm
dx

= −
(

iωc + 1
rk

)
p1 + gU1

dp1
dx = iωρm

(1− fv)A U1 = −(iωl + rv) U1

(1)

Figure 2. Electroacoustic analogy for linear continuity and momentum equations [8].
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The thermo-viscous functions ( fk, fv), depending on the ratio between the hydraulic
diameter and thermal-viscous penetration depths, macroscopically describe the thermal
and viscous losses for a porous sample, or simply the boundary layer effects in an acoustic
resonator. The εs parameter takes a finite solid thermal capacity into consideration [19], σ
is the Prandtl number and γ is the ratio of specific heats of the fluid.

The main advantage of LTT is the small computational costs, meaning that the software
can be run to quickly perform large parametric analyses and optimizations. LTT numerical
results are in good agreement with experimental data until the pressure amplitude is
roughly lower than a tenth of the static operating pressure [20]. Moreover, based on the
same theoretical model, it is possible to study linear thermoacoustic stability, the relation
between the onset temperature of the acoustic oscillations and their frequency and the initial
growth ratio, with satisfying accuracy [21]. The acoustic growth ratio is a fundamental
parameter to be taken into account in the design phase for the startup of the engine. It is
analytically related to the imaginary part of the complex frequency and the ratio of two
consecutive peaks of the pressure (or velocity) time history. When it is negative, an external
acoustic perturbation can exponentially increase in amplitude; otherwise, it decreases
until the quiescent state [22]. The main drawback is the inability to consider all nonlinear
phenomena that will be described in the next section.

2.2. Two-Dimensional Model in Frequency Domain

A similar linear thermoacoustic stability was also presented by De Jong et al. with a
2D model, based on the finite element method, representing a standing-wave engine [23].
For different temperatures prescribed at the hot heat exchanger, the complex frequency was
calculated, as well as the minimum temperature needed to start up the engine. Compared
to a 1D model in the frequency domain, such an approach allows predicting the acous-
tic velocity and pressure distribution potentially better at the interface of two different
components. Furthermore, a 2D temperature field can predict the heat exchanged in the
transversal direction, while for a 1D model, time-averaged thermal power is present only in
the heat exchangers by directly prescribing it or using a third type of boundary condition.
However, to the authors’ knowledge, an evaluation of the balance between the advantages
coming from a 2D field of the variables and the consequent higher computational costs of a
2D approach has never been realized.

2.3. Multi-Frequency Domain Approach

In addition to the previous linear method, other models were built to work not only at
the fundamental frequency but also with its harmonics. Muralidhar and Suzuki [24]
proposed a frequency-domain approach using fourth-order harmonics, thermal non-
equilibrium and the Darcy–Forchheimer model recovered by porous media theory for
stationary flows [25]. The results in terms of the equivalent friction factor and dimension-
less complex pressure drop were shown. In this model, the harmonics did not interact
with each other. Conversely, in [26], a second-order approximation technique was used
by taking into account the first-order unsteady term, the second-order steady term and
the second-order unsteady term. A thermal non-equilibrium model using Nusselt number
correlations was employed, as well as the permeability and Forchheimer coefficient for
the regenerator, even if the numerical correlations for modeling the viscous and inertial
losses were not presented. The results expressed in terms of the numerical friction factor
were compared with the experimental data of Tanaka [27]. Regardless of the specific coeffi-
cients adopted for modeling the porous core and the calculation of the numerical friction
factors, such a model contains the approximation of the nonlinear convective term in the
momentum equation.

Moreover, De Jong et al. [28] proposed another nonlinear model in the frequency
domain, based on the quasi-1D time-domain-based model of Prosperetti et al. [29], con-
sidering six harmonics. The heat transfer and momentum terms were modeled with the
linear exact solution, while the temperature wall distribution was prescribed (and constant
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over time). This model converged only above the onset temperature, so the frequency was
calculated as that corresponding to the minimum temperature difference along the wall
stack for which the simulations converged.

2.4. Lumped and 1D Time-Domain Models

Prosperetti built a 1D unsteady model aimed at predicting the thermoacoustic insta-
bility phenomena from the startup to the limit cycle in a standing-wave thermoacoustic
engine [29–32]. This model, derived from the integration on the coordinate orthogonal to
the wave propagation, macroscopically takes into account the momentum and heat transfer
terms in the stack, well described by the thermo-viscous functions fv, fk in the linear regime.
At startup, in the linear regime, the model perfectly matches the results of Rott and Swift’s
model [16]. For a larger amplitude, when the nonlinear saturation takes place, analytical
solutions do not exist, and an approximation is proposed for the drag and heat transfer
terms by adding convective-like terms in the momentum and energy equations. The main
issue is the instability of the model because it numerically amplifies acoustic modes that are
damped. This is related to the fact that, in a time-domain formulation, the frequency used
to calculate thermo-viscous functions is chosen a priori. The authors proposed a heuristic
but effective method, by using a value very close to the analytical solution of the angular
frequency combined with artificial damping in the energy equation. The wall temperature
in the first two papers by Prosperetti is considered constant with time, implicitly assuming
that the solid medium has a much higher thermal capacity compared to the fluid one. In a
later work, Prosperetti et al. [31] generalized the source terms in the transport equations
considering closure parameters variable with the velocity, by solving additional ordinary
differential equations (ODEs) for these parameters. The method, even if it does not have a
physical derivation, is more robust than the previous one because it does not need artificial
damping. Another approach adopted by Karpov and Prosperetti [33] to study the nonlinear
saturation instability consists in the perturbation expansion of the variable to the fourth
order (energy related to the first-order variable is a second-order quantity, while to take
into account energy dissipated by the second-order variable, an approximation up to fourth
order is needed), showing as results the trends in the dynamics of the pressure amplitude
from startup to saturation. This approach is based on the evidence that the time scale of the
resonance standing wave differs from the time scale of the startup and nonlinear saturation.

On the other hand, Wang et al. [34] focused on the onset characteristics of a traveling-
wave device. The thermo-viscous functions were used to model viscous and thermal
relaxation effects in the resonator and the heat exchangers (HXs), while for the screen-type
regenerator, the viscous losses were taken into account with the friction factor correlation,
defined by Swift in [35], depending only on the porosity of the medium. Such a model
is not effective to predict the amplitude of the limit cycle because it underestimates all
nonlinear losses, net streaming, minor losses, etc. In fact, the amplitude reached with such a
model is too high compared with experimental data because such losses are neglected [34].
The paper shows the importance of the thermal relaxation effects to correctly evaluate
the amplitude of the limit cycle. If they are neglected, the amplitude of the limit cycle is
even greater than when they are taken into account. Note that, as before, a time-domain
model which uses frequency-dependent parameters, such as the thermo-viscous functions,
requires specifying, firstly, the frequency, calculating the results and eventually updating the
parameters and re-calculating with the numerical frequency found, until the convergence
loop is reached.

The nonlinear effects caused by Rayleigh streaming are among the reasons for overes-
timating the amplitude. These effects were taken into account by Penelet et al. [36] in order
to simulate a realistic limit cycle. They implemented a simplified lumped model, made
of a system of ODEs, for describing the heat transfer process and pressure amplification.
Similarly, Zare and Tavakolpour-Saleh [37] proposed another simplified lumped model,
composed of only two single ODEs/degrees of freedom for a single-stage thermoacoustic
Stirling engine equipped with two mechanical membranes. The nonlinear dynamics of
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the phenomena were included in the cubic correlation for the spring stiffness of the di-
aphragms. These correlations, as well as the damping coefficients and the flow resistance,
were obtained experimentally thanks to pressure and displacement measurements.

Matveev [38], instead, developed a lumped thermal capacity model, mathematically
described by an ODE system of energy balances for the stack and heat exchangers. Such a
model considers a nonlinear damping coefficient related to all losses as an input to obtain a
realistic limit cycle amplitude.

Penelet et al. [39] built a 1D model based on three partial differential equations (fluid,
solid, resonator temperature) and three ordinary differential equations (streaming velocity
and first/second-order acoustic pressure) to describe the engine operation from the startup
to the limit cycle, passing through nonlinear saturation. Numerical results, taking the
acoustic streaming, higher harmonics generation and minor losses into consideration, agree
with experimental data.

Guedra et al. [40] constructed a hybrid model between the time domain and frequency
domain to calculate the pressure dynamic evolution. They calculated the pressure, its ampli-
fication factor and temperature distribution along the stack from a first-order ODE, an eigen-
value problem in the frequency domain and a 1D unsteady energy equation, respectively.

Boroujerdi and Ziabasharhagh [41] simulated a pulse tube refrigerator (equipped with
a wire screen regenerator) driven by a standing-wave engine equipped with a parallel plate
stack using 1D unsteady NSEs. Macroscopic thermal and fluid flow characteristics were
described by the friction factor and Nusselt number, respectively.

Sun et al. [42] developed a nonlinear mathematical model of NSEs solved with the
finite difference method for a three-stage traveling-wave engine. Different steady-state
correlations of the friction factor and Nusselt number were used for the pipe (fully tur-
bulent), regenerator (from the classical Stirling engine literature) and heat exchangers
(rectangular channel). The results, compared against experimental data, showed a gap in
the fundamental harmonic pressure. The authors attributed it to the underestimation of
streaming phenomena (see Section 3.3.2). However, the Gedeon streaming, being caused
by a second-order static pressure gradient, could be predicted by such a 1D time-domain
nonlinear model.

Developing novel numerical models is not the only possibility to simulate thermoa-
coustic devices with 1D models in the time domain. In fact, Luo et al. [43] performed a
numerical simulation of a heat-driven free-piston thermoacoustic-Stirling refrigeration
system with “SAGE” software [44]. Such software works with an unsteady nonlinear
model setup using four equations: continuity, momentum and energy for the 1D fluid
flow, and Newton’s law for the displacer, treated as a mass-spring-damper system forced
by the pressure difference between the compression and expansion chambers. Both heat
exchangers and mesh screen regenerators were modeled with the friction factor and Nusselt
number correlations in laminar and turbulent regimes. Similarly, Li et al. validated and
numerically optimized a coupled engine-refrigerator system using SAGE [45]. Another
software working similar to SAGE is the 1D software REGEN3 [46], which was used to
carry out a parametric analysis of a thermoacoustically driven refrigerator in [47].

2.5. CFD-Based Approach

Acoustic, thermoacoustic and, more generally, aeroacoustic phenomena can be de-
scribed by the Navier–Stokes equations. Aeroacoustics represents a numerical challenge
because pressure and velocity acoustic oscillations are very difficult to capture in the pres-
ence of complex flows. For example, in the aerospace sector, the obvious presence of a mean
time flow makes the impact of the acoustic oscillations on the fluid flow irrelevant, even if
such oscillations cause aerodynamic noise. On the other hand, in the field of thermoacoustic
energy conversion, the mean flow is an unwished consequence of nonlinear losses. In
this framework, the oscillating component of the velocity is ideally much higher than the
steady-state component. At most, the latter, in the presence of a net mass flow rate, can
have the same order of magnitude as the fluctuation component. Therefore, traditional
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methods based on CFD can be applied to thermoacoustics without invoking the above
numerical difficulties of aeroacoustics. A CFD-based approach is undoubtedly the most
expensive, but it allows capturing most of the phenomena that strongly affect the perfor-
mance of a thermoacoustic device, not predictable by the previously described approaches.
These phenomena, for simplicity and a better understanding, can be classified into three
categories: acoustic (harmonics and shock waves), dynamic and hydrodynamic nonlinear
losses [11].

3. Nonlinear Phenomena in Thermoacoustics
3.1. Acoustic
3.1.1. Harmonics

Wave distortions from a purely sinusoidal pattern can be attributed to the presence
of other frequencies in addition to the fundamental one, as shown in an example in terms
of the time pressure history and its frequency spectrum (Figure 3a,b). Acoustic pressure
harmonics, as a result of nonlinear wave propagation or excitation of harmonic modes, can
significantly arise when the ratio between the amplitude at the fundamental frequency
and the operating frequency (drive ratio, Dr) is higher than 10% [20]. In addition, thermal
wave distortions were also observed for lower values of Dr [48], but the energy dissipation
they carry can be neglected because it contributes as a fourth-order term, significant in the
energy balance only at a high Dr [8].

3.1.2. Shock Waves

If the above pressure harmonics are not suppressed using anharmonic tubes as suggested
in [49], in the presence of a very steep temperature gradient along the stack/regenerator, the
same harmonic can degenerate into periodic shock waves (Figure 3c). These were first
observed experimentally and then replicated numerically [50–52]. Both approaches con-
firmed that such phenomena are rarely found in real thermoacoustic devices, as confirmed
by the efforts they made to reproduce them experimentally [49].

Figure 3. Harmonics in the time domain (a) and frequency domain (b), and shock waves (c) [53].
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3.2. Dynamic

According to dynamic system theory, a thermoacoustic engine is a system that is in the
presence of external perturbation responses at the natural frequencies. If the temperature
prescribed at one end of the stack (or the high-temperature heat exchanger) overcomes a
threshold value called Tonset, pressure oscillations arise. These increase exponentially to
a saturation phase, where nonlinear losses begin to limit the exponential growth, and a
dynamic balance between generation acoustic power produced and viscous dissipation is
reached [54], as shown in Figure 4. Generally, three natural frequencies at most are involved
in this dynamic process. Obviously, only the unstable modes exponentially increase in
amplitude, while the stable ones decay. While the initial growth (decay) is well described
by LTT, only a nonlinear approach can describe the saturation process where the excited
frequencies interact with each other. The limit cycle could be characterized by a single
frequency oscillation or by a more complex dynamic response such as beating (Figure 5a),
quasi-periodic oscillations (Figure 5b) or even chaotic oscillations (Figure 5c) when more
than one frequency is involved [55,56]. For a steeper temperature gradient, the second har-
monic can completely dominate the fundamental one (mode transition phenomenon) [57].
Additional nonlinear patterns not reported here are the overshoot (local maximum of the
pressure amplitude and, following that, a slight increase towards the limit cycle) and the
double-threshold effect (the first saturation does not lead to a limit cycle but to another
exponential growth). Such a nonlinear dynamic system can depend on the initial conditions.
More specifically, between the onset temperature and the so-called “damping temperature”,
the system can reach both a limit cycle and a quiescent state, depending on the initial condi-
tions [58]. Furthermore, additional nonlinear characteristics have been discovered between
the damping and onset temperatures from an experimental perspective: on–off (surging–
quenching) oscillations and Fishbone-like instability. The surging–quenching phenomenon
occurs when a threshold operating pressure is overcome [59], while the Fishbone-like
nonlinearities are qualitatively described and attributed to the complex interaction between
the acoustics and temperature field [60].

Figure 4. Typical dynamics of pressure oscillations for a thermoacoustic linear regime (exponential
rise), saturation process and limit cycle.
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Figure 5. Beating (a), quasi-periodic oscillations (b) and chaotic oscillations (c).

3.3. Hydrodynamic
3.3.1. Turbulence

In a turbulent and steady pipe flow, it is well known that the friction factor depends on
the Reynolds number and roughness of the pipe. In oscillating flows, another dimensionless
parameter, related to the frequency, must be introduced. Possible choices to account
for the oscillating inertial force compared to the viscous one are the ratio between the
hydraulic diameter and viscous penetration depth or the Reynolds number with the viscous
penetration depth as the length scale, or the Valensi (Va) or Womersley numbers (Wo) [61].
While, in a steady-state flow, the laminar transition and fully turbulent regions are well
studied and clearly defined, in oscillating flows, there is only a qualitative description of
the thresholds between laminar and “weakly turbulent”, and “conditionally turbulent”
and “fully turbulent” regimes [8]. The laminar regime is well described by linear theory,
which can also apply to the weakly turbulent flow regime because turbulence does not
perturb the boundary layer in this case. In conditional turbulent flow, high-frequency
fluctuations occur during the deceleration phase and then the flow tends to be more
laminar, becoming weakly turbulent. At higher Reynolds numbers, the flow becomes fully
turbulent because the boundary layer is also disturbed by turbulence bursts for the whole
acoustic period. Swift summarized the findings of all regimes in oscillating flows based
on the experimental results of Hino et al. [62]. The qualitative chart in Figure 6, with the
Reynolds number as the horizontal axis, calculated as ρDhu/µ, and the ratio between the
hydraulic diameter Dh and the viscous penetration depth δv as the vertical axis, illustrates
the above-mentioned turbulent regimes in oscillating flows, with examples of the velocity
wave detected experimentally by Hino et al. [62] with an anemometer for each region.
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Figure 6. Qualitative boundaries of turbulent regimes in oscillating flows based on the results of
Hino et al. [62] and Swift’s reproduction [8]; velocity waves are always positive because an anemome-
ter cannot detect the oscillating flow direction.

In general, most experimental investigations were conducted in the 1990s [63,64], while
numerical analyses instead were provided by Feldmann and Wagner’s direct numerical
simulation results more recently [61]. However, both experimental and numerical results
represent only a few operating conditions and do not allow confirming and gaining deeper
insights regarding the content in Figure 6.

In a DeltaEC-based linear model, the effects of turbulence are taken into account in
empty pipes (ducts and cones) by invoking “Iguchi’s hypothesis”, according to which the
flow has no memory of its recent history. With this assumption, oscillating flows can be
considered in each instant of time as stationary ones. It is a quite valid assumption, such as
for the application of steady-state correlations for regenerators, in the low-frequency limit
(rh < δv). In practice, in the framework of the five-parameter model presented in Figure 1,
the viscous resistance rv is enhanced (taking into consideration the turbulence effects
through a coefficient mv related to the steady-state Moody friction factor). Likewise, for
heat exchangers, a coefficient mk has been introduced to consider the effects of turbulence
on heat transfer. For rh/δv < 2 (low-frequency limit), the coefficients (mv, mk) are assumed
to be 1 up to Re ≈ 2000, as in steady-state pipe flow. On the other hand, for rh/δv < 2,
the transition Reynolds number depends on the frequency. The higher the frequency,
the larger the critical Reynolds number will be, Re ≈ 2000 rh/δv ∝

√
Va. In terms of

the Reynolds number based on the viscous penetration, the threshold value to consider
the transition from laminar to turbulence ranges from 400 to 500. Similar considerations
to consider the effect of turbulence in oscillating flows have been taken into account in
the 1D time-domain software SAGE [44]. Saat and Jaworski performed CFD numerical
prediction of early-stage turbulence in oscillatory flow across a parallel-plate HX [65].
Three different turbulence models (SST k − ω, SST transition k − ε) were investigated.
The SST k − ω model provides the best fit to experiments in terms of velocity data. A
remarkable finding is the much lower critical Reynolds number found (between 70 and
100 and based on the viscous penetration depth) compared to the above higher values
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commonly accepted. However, this departure can be attributed to the end effects and vortex
shedding phenomena characterizing a parallel-plate stack, while the above references are
related to studies in empty oscillating pipe flow. Similar findings were also reached later by
Huang and Jaworski [66]. Ramadan et al. [67] numerically confirmed the same value of the
critical Re in oscillating pipe flow (500) as that of Merkly and Thomann’s experimental [68].

Overall, two possible approaches can be found in the literature to consider the effects of
turbulence: directly solving the Navier–Stokes equations or introducing a turbulence model.
According to the first one, the use of homemade high-fidelity numerical schemes (especially
if 3D) allows one to reproduce the transitional effects of the turbulence [69,70], without any
additional model. Similarly, using a laminar model in commercial codes with fine meshes
and time steps is also another strategy that has been used in works available in the literature.
Such models behave like a LES because they at least attempt to solve the macroscale. By
contrast, they do not use any sub-grid model, allowing the dissipation of the smallest
turbulent vortices thanks to the numerical diffusion. They are also known as ILES (implicit
large eddy simulation) in the literature [71,72]. On the other hand, the k− ε turbulence
models are by far the most widespread ones, probably for their applicability to a wide range
of flows. In [73], for oscillating pipe flow, the authors found the use of the standard k− ε
acceptable, but only when the flow was fully turbulent. However, in the literature, there is
no robust experimental evidence which indicates the best turbulence model to be adopted
in thermoacoustics. Among the RANS models, the k− ω SST turbulence model seems
to best fit the experimental data. Further studies and experimental campaigns should be
aimed at assessing when the laminar–turbulent transition occurs and evaluate the optimum
turbulence model in a real thermoacoustic device. This is not a trivial issue or a merely
theoretical question to solve, as Chen et al. [58] have shown that the pressure amplitude of
the limit cycle of a standing-wave thermoacoustic engine can change dramatically (even
by about a factor of 2) among the six turbulence models tested (laminar, k− ε standard,
k− ε realizable, k− ω standard, k− ω SST). The use of LES, instead, is less common for
its higher computational costs. Chen et al. [74] adopted it for a deeper understanding
of minor losses, whereas Jaworski et al. studied entrance effects in oscillating flows [75].
Guo et al., in reproducing the same model studied by Chen et al. [74], found that, in terms
of the pressure amplitude at the wall, the percentage difference between the LES result
and k− ε is approximately 10% [76]. A compromise between LES and RANS models is
DES (detached eddy simulation), a hybrid method that solves the macrostructures of the
turbulence if the mesh size is fine enough; vice versa, it behaves as a RANS model in the
other cases [77]. However, in thermoacoustics, there are no examples of application of this
turbulence model, considering the difficulties in generating an accurate grid due to such a
shift between RANS and LES.

3.3.2. Mass Streaming

A nonzero time-averaged flow rate in a certain section of the domain, which super-
imposes to the oscillating first-order mass flow rate and is driven by the same first-order
variables, is known as streaming in acoustics and thermoacoustics. In [78], a comprehen-
sive review of streaming is presented. According to Swift’s classification, four types of
streaming can be identified, as pictured in Figure 7.
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Figure 7. (a) Gedeon streaming, (b) Rayleigh streaming, (c) jet-driven streaming and (d) streaming
with a regenerator or stack [8].

• Gedeon streaming

Gedeon streaming is promoted by a torus-shaped or looped geometry, and it causes
a large averaged convective heat flux from the hot to the cold side of the regenerator
(Figure 6a). On the other hand, for standing-wave devices, it is absent. It can be suppressed
by introducing a deliberate minor loss to compensate for the mean time pressure drop
driving such flow, as will be explained in the “Minor Losses” section below.

• Rayleigh streaming

Rayleigh streaming is a local nonzero mass flow rate driven by viscous/thermal
boundary layer phenomena and the presence of a temperature gradient (Figure 6b). It can
be suppressed by using a tapered tube. This phenomenon has been studied numerically by
Oosterhuis et al. by including a no-slip wall, including specific oscillating source terms in
the momentum equation to simulate a vibrating resonator [79].

• Jet-driven convection

The tube entrance as sudden expansion/contraction may bring about a steady jet.
Generally, flow straighteners are used to cancel such jets. However, with a net mass flow
rate, such as this one, streaming can sometimes be deliberate and exploited for heat transfer
enhancement purposes. In fact, Chen et al. studied a deliberate jet formation driven by a
thermoacoustic standing-wave device introducing a sudden contraction at the end of the
resonator, with CFD simulations [80].

• Streaming with a regenerator or stack

There is little knowledge about the origin of this streaming type, but it is generally
detrimental like the other types of streaming.

3.3.3. Minor Losses

In the case of the macroscopic model of the thermoacoustic core, the issue of the “minor
losses” at the ends of this component should be carefully dealt with. It has already been
mentioned that neglecting it leads to an overestimation of the acoustic pressure amplitude
at the limit cycle [34]. The name “minor losses” in fact can be misleading because it relates
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to the acoustic approximation at a low amplitude, where they are negligible as they scale
with the squared bulk velocity. The pictures in Figure 8 report the vorticity field near the
right end of a parallel-plate stack taken from the article of Shi et al. [81], clearly showing
the vortex shedding phenomena at one end of the parallel-plate stack for six different time
frames (Figure 8a–f).

Figure 8. Typical minor loss at the ends of a parallel-plate stack [81] for six different time frames
within an acoustic period (a–f).

In steady-state flow, they are generally known in the literature as “concentrated
pressure drops”. The coefficient K expresses the relation between the pressure drop and
velocity and is known for sudden contraction, expansion, bends, etc.

∆p =
1

2A2 KρU2 (2)

As for turbulence and macroscopic modeling of a regenerator, the previous equation
can also apply to oscillating flows when the displacement amplitude is far larger than all
the characteristic lengths, and the quasi-steady hypothesis is therefore invokable. Most
of them are experimental [82], but there is no parametrization of the pressure drop in
oscillating flow when |ξ1| ≤ rh, making Equation (2) inadequate for oscillating flows.

For the first time, Swift adapted Equation (2) to be suitable for DeltaEC, by assuming
a sinusoidal volumetric flow rate U and gaining the pressure drop ∆pml as the first order
of the Fourier transform:

∆pml =
4
3

π
Kρ

A2 |U1|U1 (3)

Equation (3) was also used by Lin et al. [70] to parametrize the minor loss in a 1D linear
model to conduct an effective comparison with their CFD-based model of a standing wave
with a parallel-plate stack. The loss coefficient was assumed to be equal to the sum of both
steady-state expansion and contraction coefficients (Kexp and Kcont). Yiyi et al. [83] tried to
characterize the loss coefficient K with a CFD-based approach, for the same stack–resonator
discontinuity, revealing that K in turn depends on the flow field, as the authors’ correlations
showed. To the authors’ knowledge, any correction similar to Equation (2) has not been
applied to a regenerator in a CFD model yet.
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A minor loss, instead, is deliberately designed in closed-loop thermoacoustic devices
to suppress the so-called Gedeon streaming which strongly affects the performance of a
thermoacoustic engine. There are many ways to induce this pressure drop, including the
use of an elastic membrane, an orifice and a short tube. These must be sized to determine a
steady pressure drop equal to that produced by the regenerator, with a clear opposite sign
to block the streaming, trying to minimize the acoustic energy dissipation related to this
pressure drop.

Lyklama a Nijeholt [84] introduced a “directionality factor” in the regenerator porous
zone to model a membrane used to block the DC flow in the experimental setup of a
thermoacoustic engine. This additional viscous resistance, when the working fluid moves
from the cold to the hot heat exchanger, was tuned to obtain a net-zero mass flow rate.
Likewise, Liu et al. [85] modeled an elastic membrane eliminating the DC flow in the looped
system by exploiting the “Fan Model” in the Fluent software package. Scalo et al. [69]
clearly showed that, without any counter pressure drop to block the Gedeon streaming,
the overall thermoacoustic efficiency is about 10%. Yang et al. [86] instead performed a
numerical parametric analysis, by varying the Reynolds, Keulegan–Carpenter (KC) and
Womersley numbers, to study the effectiveness of a short tube in producing an opposite
pressure drop for the same purpose. Yu et al. [85] distinctly illustrated a comparison in
terms of the mean time–temperature profile along the coordinate of the traveling-wave
device with and without such a deliberate “minor loss”, showing that the temperature
difference along the regenerator decreased from 600 K to 300 K (and also, as a consequence,
the efficiency reduced sharply).

Furthermore, considering the high impact of a good design of such components on the
performance, many works in the literature have studied, from a microscopic point of view,
the so-called “jet pump”, a geometry inducing an asymmetric concentrated pressure drop.
A 3D sketch of a jet-pump is illustrated in Figure 9. Backhaus and Swift [87] introduced the
expression for calculating this pressure drop, in a quasi-steady-state approximation, as a
function of the contraction/expansion coefficients and the ratio between the maximum and
minimum areas of the jet pump. Boluriaan and Morris [88] presented numerical results of
the net pressure drop generated by a sole jet pump or by an orifice. As the latter geometries
were not optimized, the mass flow rate was not canceled. Later, Oosterhuis et al. [89] carried
out numerical simulations on a jet pump of different geometries hit by a traveling wave
promoted by an impedance boundary condition at the ends of the domain. By making the
acoustic displacement dimensionless, four different flow regimes were identified in relation
to the Keylegan–Carpenter (KC) numbers based on the diameter and length of the jet pump
configuration. According to these results, the steady-state solution is valid only for a small
range of KCD (small amplitude). The last finding is contradictory to what was found by
Swift et al. [8] regarding the prediction of the minor losses with steady-state correlations.
In subsequent work, Timmer et al. [90] showed the crucial role of flow separation in the jet
pump performance by varying the geometry of the jet pump, pointing out the decrease in
the pressure drop available to contrast the Gedeon streaming and the opposite increase in
acoustic power dissipation. Oosterhuis et al. [91] ran some experiments to investigate the
influence of turbulence on the jet pump performance. Specifically, turbulent flows identified
by the criteria in [92] can lead to a reduction in the flow separation in the diverging part of
the jet pump, and this can therefore boost performance. The experimental results in the
laminar regime were also compared with previous numerical results [91].
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Figure 9. (a,b) Jet pump [91].

4. CFD-Based Models

Two models can be typically found in the available literature, based on the control
volume considered: the first one concerns the so-called “thermoacoustic core” (TAC), a
single unitary cell representing the stack or the heat exchangers (HXs), and the second one
simulates a full thermoacoustic device with microscopic and macroscopic approaches for
the TAC. It should be noted that the nomenclature “microscopic”/“macroscopic” comes
from the available literature in porous media. Microscopic refers to “high-fidelity mod-
els”, in which the geometry is modeled in detail in the computational domain, while a
macroscopic model is built using the volumetric average of the high-fidelity equations on a
representative elementary volume (REV). Simulations of single TACs, at the microscopic
level, can be used to increase the performance of these devices, by varying the stack geomet-
rical parameters (spacing, length, thickness), HX parameters (spacing, length, thickness),
working fluid or operating pressure amplitude level, described by the drive ratio Dr (ratio
between the pressure amplitude and average pressure). Models of full thermoacoustic
devices are needed to evaluate the performance of the system, energy conversion efficiency
for engines or the coefficient of performance (COP) and cooling temperature in refrigera-
tors [93]. A summary scheme of the criteria, used to classify and analyze these 2D or 3D
models in the time domain with a CFD approach, is presented in Figure 10.

Figure 10. Criteria used to classify and analyze 2D/3D CFD models.
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4.1. Single TAC

The computational domains of a TAC simulation have almost always been extracted
from 2D standing-wave device models equipped with a parallel-plate stack configuration
(and HXs eventually), to exploit the geometrical periodicity. While the total longitudinal
size of the device has to be taken into account in the computational domain of an engine
TAC (the frequency and amplitude of pressure and velocity oscillations significantly depend
on this size), for refrigerators, a reduction in the size of the computational domain has
often been adopted in CFD-based simulations. However, in order to avoid the pressure
and velocity distributions being affected by a domain reduction, Mergen et al. discovered
that a resonator length which is 10–20% of the acoustic wavelength is needed to simulate a
smaller domain without compromising the accuracy of the solution [94]. Stacks, as well as
heat exchangers, are modeled considering a zero or finite thickness. In case a zero thickness
is considered for the fluid dynamics simulation, a 1D energy conservation equation has
to be solved for the solid, coupled to the fluid thermal field, to account for the thickness
of the plates, as proposed by Marx and Benon [95]. In this case, the effects of the actual
plate on the velocity field, such as the vortices resulting from the edge of the stack [96], are
not considered.

The mesh used for these simulations must be a fraction of the minimum between the
viscous and thermal penetration depths, to correctly evaluate the gradients of the variables
near the walls:

δv =

√
2ν

ω
, δk =

√
2α

ω
(4)

Marx and Benon [97] demonstrated that for a standing-wave TAC, the computational
cost, calculated as the product of elements in the x, y direction and the number of time
steps, is inversely proportional to the square root of the frequency. As a consequence, for
their simulations, they chose a frequency of 20 kHz, which does not impact the results,
although this value is used in real-life applications.

To model thermoacoustic refrigerators, an equivalent acoustic boundary condition has
to be used to promote the inlet/outlet (acoustic) work flux. The simplest is a harmonic pres-
sure or velocity boundary condition [96,98]. Another method, more expensive in terms of
computational costs, is the use of a dynamic mesh with a prescribed reciprocating velocity
to simulate the membrane displacement of a speaker or a piston [99]. Namdar et al. [100]
highlighted that, for a specific hot–cold temperature difference, the right choice of the
drive ratio as input is needed to allow the HXs to work correctly according to their ther-
modynamic role and therefore guarantee a positive coefficient of performance (COP). At
a periodic steady state, from an energy point of view, the difference between the work
fluxes which enter or leave the computational domain through one of the above boundary
conditions must be balanced by the difference between the heat exchanged by hot and cold
HXs. When the heat exchangers are not present, the stack ends play the role of a proper HX
because they exchange a nonzero time-averaged heat flux with the fluid, as emphasized for
the first time by Cao et al. [101]. Later, Ishikawa et al. [102] also found that, at the middle
of the stack, there is no net average heat transfer time, over a period, between the fluid
and the solid isothermal surface, which instead occurs at a distance close to the peak–peak
air particle displacement. These phenomena cannot be captured by linear thermoacoustic
theory which intrinsically neglects the end effects. While an isothermal boundary condition
has always been applied on HX surfaces, considered as an isothermal energy tank, for the
fluid–solid interface of the stack, several choices are possible, depending on the thermal
capacity of the materials involved. In general, a conjugate heat transfer approach can be
used [96], with the continuity of the heat flux and temperature at the fluid–solid interface,
when the final aim of the simulations is to evaluate the temperature difference that develops
at the ends of the stack under oscillating conditions. If this is not the case, thermal boundary
conditions, with a constant assigned temperature gradient, can be adopted when the solid
thermal capacity is much higher than that of the fluid [19].
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In some cases, numerical analyses of TACs have been used to consolidate design
choices already reached with LTT such as gaps between plates, the length, the thickness, the
position and the material properties of both the stack and HX. For instance, the plate length
should be much smaller than the acoustic wavelength, placed at the middle between the
pressure and velocity antinodes to guarantee the maximum cooling effect [93]. Furthermore,
an anisotropic thermal conductivity, which is higher in the direction of its width and lower
in the axial direction, allows promoting an oscillating heat transfer with the fluid and to
sustain the mean temperature gradient in the transversal and longitudinal directions [103].
Finally, the distance between the plates should be of the same order of magnitude as the
thermal penetration depth δk [103].

Verification of CFD results with linear theory in terms of the velocity profile along the
channel [97], the temperature difference across the stack [104] and the pressure/velocity
distribution confirms that the best agreement between these data is obtained for low
values of the drive ratio. However, it should be mentioned that the results obtained
from a 3D model of a square-section TAC [105] illustrate disagreement with all other
2D parallel plate simulations because the comparison with linear theory, in terms of the
temperature difference along the stack, fits better at high- rather than low-amplitude
regimes, as it would be expected based on the previous 2D results. Moreover, CFD-based
works corroborated that the optimal length of the HXs is almost equal to the peak–peak air
particle displacement [97,106]. Marx and Benon [97] also suggested that there is an optimal
gap between the stack and HXs to maximize the COP of a refrigeration system.

The CFD approach, as shown by comparison with experimental data [96,107], can
capture nonlinear losses, including thermal wave distortion [48], and minor losses [108],
which can strongly affect the performance of the devices [109]. Hamilton et al. [110]
investigated the harmonics and shock waves in the resonator of an engine TAC and showed
how they can be mitigated by using variable cross-section resonators. For the first time,
Migliorino and Scalo [108] adopted carbon dioxide in transitional conditions as a working
fluid, to try to obtain a better engine performance. The results showed that with transitional
fluids, the potential suitable work is higher, but they also require a higher heat input. It is
therefore not obvious that the thermoacoustic efficiency improves. An engine is said to be
“unloaded” if the whole mechanical energy converted from the heat exchanged due to the
temperature gradient is dissipated by nonlinear losses along the resonator. The engine is
said to be “loaded” if a specific boundary condition capable of describing an electric load
absorbing the acoustic power produced by the stack is implemented in the overall model.
Moreover, the model recently built by Ja’fari et al. [111] is an unloaded engine equipped
with a single plate of the stack and HXs, aimed at studying the Rayleigh streaming inside
the stack at a high amplitude. Boroujerdi and Ziabasharhagh [107] developed a loaded
thermoacoustic engine with an acoustic load, by mixing LTT, adopted far away from the
stack, and the CFD approach for the thermoacoustic core. Finally, to the authors’ knowledge,
Sharify et al. [112] are the only authors who developed a model for a TAC of a traveling-
wave engine. In particular, they isolated the core from a looped tube, including four
regenerator plates and two HX plates, and implemented an acoustic impedance boundary
condition at the left and right ends of the domain.

Tables 1 and 2 present a sketch of the domain, geometrical characteristics, boundary
conditions and software employed for the simulations of single TACs in the available
literature. Specifically, for the TAC of thermoacoustic refrigerators, Table 2 shows the main
parameters that affect the results of the simulations, listed with the values used by the
different authors, such as the working fluid, solid, porosity φ, dimensionless plate spacing
y0/δk, stack length Ls/λ, position kwxs, drive ratio and type of oscillating boundary con-
dition and thermal boundary condition at the fluid–solid interface. From the numerical
values reported in Table 2, it can be seen that the porosity adopted in the numerical simu-
lations is never less than 0.5, because even minor losses related to the abrupt geometrical
discontinuities between the stack plate and the free fluid region would negatively affect
the performance. Similarly, dimensionless stack spacing values (y0/δk) have always been
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considered in the range 0.7–3.3. It has to be said that the optimal theoretical value to
maximize the thermoacoustic effect for a standing-wave device made of a parallel-plate
stack is about 1.1 [16]. Stack lengths never exceed a twentieth of the wavelength, while
most stack positions are found to be equal to 3π/4 ≈ 2.35, between the pressure antinode
and velocity node. For the TAC of thermoacoustic engines, specified in the last rows of
Table 2, the working fluid, porosity and temperature difference at the ends of the stack are
reported because the other parameters theoretically depend on the frequency.

Table 1. Model and computational domain of the single TACs found in the literature (in blue, green
and red are a cold HX, a stack and a hot HX, respectively); the wave symbol is the oscillating boundary
condition. In the second column, it is specified if the model is 3D or 2D axisymmetric.

N◦ Model Typical Computational Domain
at the Microscopic Scale of the TAC Refs.

I SWTAR [96]
[104]

II SWTAR [101]

III SWTAR [106]

IV SWTAR
[48]
[95]
[102]

V SWTAR [103]

VI SWTAR [97]
[93]

VII
SWTAR with
square stack

(3D)
[105]

VIII SWTAR
(SWTAE)

[100]
[111]

IX SWTAE [108]
[110]

X SWTAE [107]

XI SWTAE [112]
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Table 2. Detailed characteristics of simulations of single TACs.

Refs. Fluid Solid φ y0/δk kwxs Dr (%) Lstack/λ Oscillating
BC

Fluid–Solid
Interface BC Software

[96] Helium Steel +
fiberglass 0.85 - 2.35 ÷ 3 0.28 ÷ 2 1/400 Vorticity Coupled Proprietary

[101] - - 1 0.83 ÷ 3.3 0.23–0.63 1.4 ÷ 7 0.024 Velocity Isothermal Proprietary

[106] Helium Steel +
fiberglass 0.66 3.5 2.35 1.5–2.5 0.0195 Velocity Coupled Proprietary

[102] Air - 1 0.33–3.33 0.785 1.7–8.5 0.0023–0.05
Pressure/velocity

and
temperature

Isothermal PHOENICS

[95] Air Mylar 1 1.9 1.5 ÷ 3.25 0.7 ÷ 11.2 0.0088 Pressure
1D solid
energy

equation
Proprietary

[48] Air - 1 2.5 2.13 0.7 ÷ 11.2 1/40 Pressure Isothermal Proprietary

[103] Air, Argon Theoretical
solid 0.57 ÷ 0.83 1.4–2.4 0.15 ÷ 0.7 ≤16 0.038 ÷ 0.007 Velocity Coupled Proprietary

[97] Air Mylar 1 0.69 ÷ 2.7 2.13 ÷ 2.7 0.8 ÷ 16.8 1/40–1/20 Pressure

Isothermal or
1D solid
energy

equation

Proprietary

[93] Helium Kapton, steel,
glass, copper 0.88 ÷ 0.97 0.63 ÷ 3.3 2.35 0.05 ÷ 1.7 0.009 ÷ 0.068

Pressure/velocity
and

temperature
Coupled Comsol

Multiphysics

[105] Helium Cordierite 0.787 - 0.51 1.7–8.5 - Velocity Coupled Ansys Fluent

[100] Air - 0.8 2.5 2.41 1 0.04 Pressure Coupled OpenFOAM

[104] Air Glass 0.87 2.6 0.785 0.7 0.014
Pressure/velocity

and
temperature

Coupled STAR-CD

[108] CO2 - 0.5 engine ∆T ≤ 200 K Proprietary

[107] Helium Stainless steel - engine Coupled Proprietary
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Table 2. Cont.

Refs. Fluid Solid φ y0/δk kwxs Dr (%) Lstack/λ Oscillating
BC

Fluid–Solid
Interface BC Software

[112] Air - 0.75 engine ∆T = 210 K Proprietary

[110] Air - 1 engine Thot/Tcold =
2.6 Proprietary

[97] Air - 0.8 engine ∆T = 300 ◦C OpenFOAM
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4.2. Full Device Models

Despite the lower computational costs of simulating a single TAC, in order to capture
the overall performance of a system, solutions computed on the reduced domains may
not always be satisfying. In fact, Rogosinzky et al. [113] noticed that the pressure field
can depend on the number of fluid channels involved in the computational domain. This
finding was confirmed by Nowak et al. [114], who discovered that simulations of a single
TAC overestimate the pressure amplitude as the impact of additional losses coming from
other TACs is neglected.

In the following two sections, firstly, full devices, solved with a CFD-based approach
at the microscopic scale, will be presented, followed by models that use a macroscopic ap-
proach for porous media that describe the single TAC. In fact, solutions at the microscopic
scale are not always convenient, both for the prohibitive computational costs and for the
random structures of regenerators. Simulations involving components described with a
macroscopic approach (HXs and/or the stack/regenerator) will be presented after briefly
reviewing the porous media sub-models that are generally adopted. Finally, some numer-
ical aspects emerging from the CFD simulations (mesh and time step, initial conditions,
numerical schemes and algorithm) will be discussed.

4.2.1. Microscopic Models

At the microscopic level, a full standing-wave device consists of different TACs in the
transversal direction and the full length in the longitudinal direction. The computational
domain of a complete device consists of a longitudinal length equal to a half or a quarter
wavelength, and a diameter/section able to contain all plates that compose a stack. Gener-
ally, a basic standing-wave device presents a thermal buffer tube, close to the hot side of
the stack, the stack itself and the rest of the resonator.

Zink et al. investigated how a 90◦ bend affects the limit cycle of an unloaded standing-
wave thermoacoustic engine and concluded that the pressure level lowers the performance
of the device, compared to the straight model, as well as in stationary flows where each
curvature causes a local pressure drop [115,116]. In a subsequent work, Zink et al. [117]
replicated the above model by adding a secondary stack, working as a cooling stack, driven
by the pressure oscillation generated by the first one, showing that a temperature lower than
the ambient one can be reached on one side of the second stack. Skaria et al. [118] performed
comparisons between CFD, DeltaEC and experimental results for a twin standing-wave
thermoacoustic engine (coupling of the identical and mirrored standing-wave engines)
and a thermoacoustically driven standing-wave thermoacoustic refrigerator, showing that
CFD-based results better agree with experimental data. A similar setup, with a secondary
cooling stack, was also investigated by Ali et al. [119], who performed a sensitivity analysis
on the temperature difference produced in the secondary stack by six different working
fluids. Bouramdane et al. [120] investigated different corrugated stack geometries with a
fixed temperature gradient along the primary stack, concluding that for a TAE, a corrugated
surface allows increasing the acoustic power, while for a TAR, the maximum temperature
gradient is achieved with a flat parallel-plate stack. Chen et al. [121] studied the synchro-
nization of a similar double thermoacoustic engine, by introducing a large air box in the
model. Rogoziński [122], instead, reproduced a dual standing-wave device, in which the
two units were connected by a reciprocating piston modeled with a dynamic mesh. The
basic model of the standing-wave device was later reproduced in other articles [123,124].
In the first article, it was shown that the presence of a secondary stack affects the pressure
distribution inside the resonator, while in the second article, the parametric results from
varying the stack and resonator lengths were compared to LTT. Kuzuu and Hasegawa
introduced HXs in their setup and quantitatively analyzed the impact of nonlinear thermal
effects on the heat exchanged in the cold and hot HXs, finding a difference of about ten
percent from the DeltaEC results [125,126]. Geng et al. performed high-fidelity 3D sim-
ulations with the LES turbulence model in order to investigate nonlinear effects such as
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minor losses and mass streaming [74,127]. Likewise, Guo et al. [76] compared the overall
performance of the above standing-wave engine driven by waste heat and a cryogenic
liquid with equal temperature differences. Another 3D model was developed by Gupta
et al. [128] by adopting a longitudinal pin-array stack, helium as a working fluid and a
k-ε turbulence model. Zhang et al. [129] evaluated the thermoacoustic efficiency of the
stack versus different prescribed distributions of the solid temperature along the stack,
concluding that the higher the mean temperature, the higher the heat input, acoustic
power and efficiency. The work of Harikumar et al. [130] focused on a thermoacoustic
system within a looped tube modeled from a microscopic point of view, equipped with
a parallel-plate solid stack thermally coupled with the working fluid. They particularly
analyzed the flow structures generated near the edge plates, showing a good agreement
with experimental data.

For the first time, Lin et al. [70] realized a high-fidelity model of a standing-wave
thermoacoustic piezoelectric engine. More specifically, a piezoelectric diaphragm was
considered by introducing a multi-oscillator broadband time-domain impedance boundary
condition (MOB-TDIBC) instead of a rigid wall, on the right side of the computational
domain, to simulate a deformable membrane absorbing the acoustic work “produced”
by the engine. Switching from the frequency domain to the time domain is not trivial
because physical admissibility, as well as numerical stability, should be ensured. The
multi-oscillatory fit of the impendence was demonstrated to be more accurate than the
single-frequency impedance. Imposing an impedance boundary condition means, after a
procedure involving numerical resolution of convolution integrals, prescribing the wall-
normal velocity and fluctuation pressure. The data needed for this boundary condition
implementation were provided by experiments. A simpler impedance boundary condition
was directly derived from linear theory in [131] and implemented in COMSOL Multiphysics
to replace the effect of a liquid column in a U-shaped tube (aimed at enhancing the ther-
moacoustic instability). Similarly, for a thermoacoustic refrigerator, a boundary condition,
involving the electromechanical coupling in the thermoacoustic refrigerator, was adopted
by Tisovsky et al. [132] to allow the mesh to move with a prescribed velocity profile.

Table 3 presents all the possible sketches of full thermoacoustic devices entirely mod-
eled at the microscopic scale. Table 4, in addition to the main geometrical character-
istics, summarizes the temperature difference applied along the stack, and the ampli-
tude/frequency of the periodic pressure oscillation due to the thermoacoustic instability.

Table 3. Model and computational domain of full device simulations at the microscopic scale. In the
second column, it is specified if the model is 3D or 2D axisymmetric.

N◦ Model Typical Computational Domain
at the Microscopic Scale Refs.

I Basic SWTAE, λ
4

(
λ
2

) [58]
[115]
[116]
[124]
[129]

II Refrigerator driven by an SWTAE, λ
4

(
λ
2

) [117]
[118]
[123]

III
Piezoeletric SWTAE, λ

2
(2D

axysymmetric)
[70]
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Table 3. Cont.

N◦ Model Typical Computational Domain
at the Microscopic Scale Refs.

IV Dual SWTAE [118]
[121]

V Dual SWTAE
with piston [122]

VI
3D SWTAE, with

parallel-plate
stack

[74]
[76]
[127]

VII
3D SWTA, with

longitudinal
pin-array stack

[128]

VIII SWTA with HXs, λ
4

[125]
[126]

IX Looped tube +
resonator [130]

X SWTAR [132]

XI SWTAE [133]
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Table 4. Detailed characteristics of full device simulations at the microscopic scale.

Refs. Fluid φ y0(or rh) xs Lstack+Lhx Ltot
Fluid–Solid
Interface BC

Frequency
[Hz] Turbulence Pressure

Amp.(or ∆T) Software

[115] Air - 0.25 mm - 10 mm 150 mm
∆T = 400 K,
hc =
50 W/m2K

600 k− ε 5125 Pa Ansys Fluent

[116] Air 0.25 mm 30 mm 10 mm 150 mm
∆T = 400 K,
hc =
50 W/m2K

614–629 k− ε 8584–7625 Pa Ansys Fluent

[124] Air-N2-Ar 0.375 0.15 mm 80 mm 50–70 mm 0.33–0.45 m ∆T = 440 ◦K 217–307 k− ε - Ansys Fluent

[129] Air - 1.5 mm 1 m 90 mm 3 m ∆T = 125 K 20− 21 ILES 432− 694 Pa Comsol-
Multip.

[58] Air 0.5 0.5 mm 0.1 m 30 mm 0.5 m ∆T ≤ 250 K 178− 181 k− ε, ω, lam. ≤ 7200 Pa Ansys Fluent

[117] [115] I stack 0.25 mm 45 mm 5 mm 150 mm hc =
50 W/m2K 614 k− ε ≈ 3 K Ansys Fluent

[118] He, Ar, N2 - - - 51 mm - ∆T = 700 K 25–125 k− ε ≤ 20, 000 Pa Ansys Fluent

[123] 0.5 0.25 mm as [115,117] ∆T = 600 K ≈600 - 2325 Pa (≈ 1.5 K)
Comsol-
Multip.

[70] Air 0.3–0.6 0.3–0.65 mm 60 mm 37.5 mm 0.510 m ∆T ≤ 490 K 382–391 Laminar
≤ 6500

(unloaded)≤
4700 (loaded)

Proprietary

[121] Air 0.5 0.5 mm 0.1 m 30 mm variable ∆T = 600 K 230–420 k− ε 4000− 6000 Pa Ansys Fluent

[122] - 0.5 0.25 mm 30 mm 10 mm 150 mm · 2 ∆T = 400 K 140–350 k− ε - Ansys Fluent

[72,127] Air 0.5 0.25 mm 0.1 m 30 mm 0.5 m ∆T ≤ 700 K 178− 181 LES ≤ 9000 Pa Ansys Fluent

[128] He 0.91 0.175 mm 0.1 m 0.1 m 1.2 m ∆T = 400 K 200 k− ε 420,000 Pa Ansys Fluent

[125,126] Air 0.5 3 mm 1 m 90 mm 4.59 m ∆T = 120 K 20− 21 Laminar ≤ 1000 Pa LS-FLOW

[130] Air 0.625 0.25 0.55 m 100 mm 1.6 m ∆T = 0 45, 120 SST k−ω 1480 Pa, input Ansys Fluent

[132] Air 1 - 20 mm 85 mm 861 mm

Thermal
baffles with
prescribed
heat flux

500 - 120, 000 Pa OpenFOAM



Energies 2022, 15, 3806 25 of 38

4.2.2. Macroscopic Models

Stack and heat exchangers can be described using a macroscopic approach, when
modeling a whole thermoacoustic device, in order to reduce computational costs and make
the simulation of an actual device affordable. The macroscopic equations that can be used
to describe heat and mass transfer through a porous medium are derived from volume
averaging the NSEs [25]. In order to be mathematically closed, models of the interaction
between the fluid and solid matrix of the porous media are needed both for the momentum
and energy equations. For the momentum equations, the Darcy, Forchheimer or generalized
models are available [134,135]. For the energy equations, two main models exist for porous
media, the local thermal and local non-thermal equilibrium (LTE and LTNE) [136].

Most steady-state porous media correlations express the pressure drop as the sum of a
linear term with velocity (Darcy, viscous term) and a nonlinear one scaling with the velocity
squared (Forchheimer or inertial term). Even if these models are strictly derived and
applied only for stationary flows, they are fairly accurate when the oscillation frequency
tends to zero or the hydraulic radius rh is much smaller than the viscous penetration
depth δv. This is acceptable especially when the frequency oscillation tends to zero or
the hydraulic radius rh is much smaller than the viscous penetration depth δv, which is
generally verified in a traveling-wave device.

Although there are two different formulations of porous media correlations, according
to the type of averaging used for the NSEs (superficial formulation (SF) when phase aver-
aging is performed; physical formulation (PF) when intrinsic averaging is performed [134])
or the input parameters used to implement the porous media source terms, the physical
foundation on which they are based is the same. These parameters can be the permeability
β
(
m2) and inertial factor C2

(
m−1), the dimensionless skin friction Cs f and form drag

C f d coefficients (uniquely linked to β, C2, respectively) or the hydraulic radius rh (or wire
diameter dw) and porosity φ.

S = −µ

β
v− 1

2
Cρ f v|v| (5)

S = − f f actor
ρv|v|
4dw

, f f actor = Cs f +
C f d

Re
, Re =

φ

1− φ

dwu
ν

(6)

S = −
(

µ

β
+

Fε√
β
|V|
)

V, β =
d2

wε3

150(1− ε)2 Fε =
1.75√
150ε3

(7)

By comparing the pressure drop expressed in terms of permeability β and inertial C
and that expressed in terms of the dimensionless parameters Cs f and C f d,

Cs f =
1
β

4d2
w

φ2

1− φ
, C f d = 2dwCφ2, C =

2Fε√
β

(8)

The porous media heat transfer model for thermoacoustic applications is crucial
because it can determine the success or the failure of a CFD simulation of a standing-wave
device. The model built by Oumayama et al. [137] is one example of a stack refrigerator
treated as a homogenous porous medium with a Darcy–Forchheimer model coupled to
a thermal equilibrium model. To the authors’ best knowledge, successful CFD models
of a standing-wave thermoacoustic engine based on a macroscopic scale have not been
found in the available literature. In this regard, Guoayo et al. [138] tried to macroscopically
model the parallel-plate stack and HXs of an unloaded standing-wave thermoacoustic
engine in Ansys Fluent, using the available LTE approach. In this case, the model was not
able to predict the engine startup, because the principle of operation of a standing-wave
engine is based on the irreversible heat exchanged between the fluid and solid matrix in
the stack. A macroscopic approach was instead adopted to model the HXs, as well as
in other papers [131,139]. In the first paper, the use of a stack with decreasing section
area allowed maintaining the ratio y0/δk close to the optimal value along the longitudinal
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coordinate, while in the second paper, an analysis of the higher harmonics and nonlinear
hydrodynamic losses was conducted. On the other hand, there are numerous models of
traveling-wave engines and refrigerators adopting the LTE, LNTE or hybrid approaches.
In the latter, when the solid thermal capacity is much higher than the fluid capacity, a
single fluid energy equation may be considered, with a source term describing the heat
transfer process:

Sh = −αT(T − Ts) (9)

where Ts is the temperature of the solid matrix and T is the fluid temperature. Scalo et al. [69]
proposed the following expressions for αT :

αT = αh
ρR

γ− 1
, αh =

1
τh

, τh =
r2

h
α

(10)

which can be re-arranged by invoking the relation between the constant gas, R, and the
specific heat as follows:

αT =
k
r2

h

1
γ

(11)

For a pure LTE approach, instead, only the equivalent specific heat and thermal
conductivity have to be specified.

keq = φk f + (1− φ)ks,
(
ρCp

)
eq = ρCpφ + (1− φ)ρsCs (12)

For a pure LNTE approach, the source terms can be modeled in the fluid and solid
energy with the following expressions [140]:

Sh =
hp A(Ts−Tf )

φ , Sh,s = −
hp A(Ts−Tf )

1−φ

hp =
0.33k f

4rh

( 8ρ f rh
µ Vpρr

Aspφ

)0.67 (13)

where Asp and Vp are the total interfacial surface and volume of the porous zone. An initial
example of a non-equilibrium porous medium model in oscillating flows, for a Stirling
Engine regenerator, was developed by Tew et al. [141], who defined an equivalent thermal
conductivity that includes the stagnant one, together with tortuosity and dispersion effects.

Lycklama à Nijeholt et al. [142] presented one of the first models of a traveling-wave
engine with a CFD approach, using the momentum source terms expressed in Equation (6)
and the energy source term expressed in Equation (9) in a 2D axisymmetric model. The core
was placed in a double-Helmholtz resonator, more specifically in a concentrical tube on the
right side of the system. The annular gap between the tube and the resonator serves as a
feedback inertance connected to the compliance at the right side of the engine, as sketched
in the first row of Table 5. Nonlinear and multidimensional phenomena, such as vortices
by the jet coming out of the feedback inertance (leading to a 2D temperature field in the
hot buffer), and the Gedeon streaming caused by a time-averaged pressure drop along
the regenerator, were observed. However, the simulation was stopped before reaching
the limit cycle. Yu et al. [85] worked on a similar setup including a secondary ambient
HX which allowed reaching the limit cycle. Unlike the previous work, they adopted an
LTE model. This means that, in contrast to the above-mentioned standing-wave engine
devices, the startup process of a traveling-wave model is not sensitive to the specific thermal
approach adopted. From a modeling point of view, the authors proposed a very effective
method to cancel the Gedeon streaming, introducing a fan model able to produce a pressure
difference ∆p, opposite to that developed due to the pressure drop along the regenerator.
The validation with experimental data was carried out in terms of the pressure amplitude
and the onset of the thermoacoustic phenomena, showing a satisfying agreement. Scalo
et al. also [69] carried out 3D high-fidelity numerical simulations of the same traveling-
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wave engine and calculated its overall efficiency. Lycklama à Nijeholt et al. [84] later
realized a 2D and 3D torus-shaped traveling-wave engine closer to reality compared to
the previous model, whose geometry cannot be constructed practically. Furthermore,
they introduced an “asymmetric factor” to remove the Gedeon streaming and a purely
inertial resistance in a specific porous zone of the resonator to simulate the acoustic load. A
similar torus configuration was also modeled by Ali et al. employing a thermal equilibrium
model [72]. For the first time, Liu et al. [143] built a CFD-based model of a multi-stage
traveling-wave engine with the same LTE approach. The actual closed-loop geometry was
“unrolled” in a straight pipe for which periodic boundary conditions were considered at the
boundary surfaces, as depicted in the third sketch of Table 5. The torus-shaped device or
its rectified version is not the only way to develop the correct phase between the pressure
and velocity. A thermoacoustic orifice pulse tube refrigerator (TOPTR) is considered a
traveling-wave device, and one was simulated by Antao and Farouk [144–146]. Their 2D
axisymmetric simulations relied on a Darcy–Forchheimer model of both a regenerator
and HXs and showed the importance of an LNTE approach and the wall thickness in the
various components to accurately evaluate the transient cooling temperature. Moreover,
they underlined that, at the optimum frequency, the presence of a couple of counter-rotating
vortices can enhance the performance of the TOPTR, while at different frequencies, the
same nonlinear effect leads to a performance reduction [144,145]. For the same system, the
authors also showed an improvement in the performance by varying the taper angle of the
pulse tube and the diameter of the hot HX because the streaming velocity was reduced [146].
In Tables 5 and 6 sketches of the computational domains and detailed characteristics of the
macroscopic models employed for the thermoacoustic core are presented respectively.

Table 5. Model and computational domain of full device simulations at the macroscopic scale. In the
second column, it is specified if the model is 3D or 2D axisymmetric.

N◦ Model Typical Computational Domain at
the Macroscopic Scale Refs.

I
Theoretical

TWTAE
(3D)

[69]
[85]
[86]
[142]

II
Looped tube +

resonator
TWTAE

[72]
[84]

III

1 of the 3 stages
of a TWTAE

(unrolled)
(2D

axysymmetric)

[143]
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Table 5. Cont.

N◦ Model Typical Computational Domain at
the Macroscopic Scale Refs.

IV
TAOPTR

(2D
axysymmetric)

[144]
[145]
[146]

V SWTAE
[131]
[138]
[139]

VI SWTAR [137]
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Table 6. Detailed characteristics of full device simulations at the macroscopic scale.

Refs. Fluid
Stack/Regenerator HX

Frequency [Hz] Turbulence
Pressure Amp.

(or Tcooling/∆T) Software
Momentum Energy Momentum Energy

[142] Air

Darcy–
Forchheimer

(PF)(
C f s, C f d, φ, rh

)
LTNE (1
equation)

∆T = 200 K

Darcy–
Forchheimer

(PF)
(C f s, C f d, φ, rh)

LTNE (1
equation)
Ts = const

56 Laminar No steady state Ansys CFX

[85] Air

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTE
∆T = 500 K

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTE
Tp = const, heat
source for HHX

66 k− ε ≈ 150 kPa Ansys Fluent

[69] Air

Darcy–
Forchheimer

(PF)(
C f s, C f d, φ, rh

)
LTNE (1
equation)

∆T = 200 K

Darcy–
Forchheimer

(PF)
(C f s, C f d, φ, rh)

LTNE (1
equation)
Ts = const

≈60 Laminar 10,000 Pa Proprietary

[72] -

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTE

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTE
Heat source for

HHX
22 ILES >10,000 Pa Comsol Mult.

[84] He

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTNE (1
equation)

∆T = 300 K

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTNE (1
equation)
Ts = const

114 k− ε - Ansys Fluent

[143] He

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTE
∆T = 300 K

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTE
Tp = const 76 k− ε 550,000 Pa Ansys Fluent

[144]
[145]
[146]

He

Darcy–
Forchheimer

(SF)
(β, C, φ)

LNTE (2
equations)

Darcy–
Forchheimer

(SF)
(β, C, φ)

LNTE (2
equations)

Thot = const
55–65 - Tc ≥ 100 K CFD-ACE+
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Table 6. Cont.

Refs. Fluid
Stack/Regenerator HX

Frequency [Hz] Turbulence
Pressure Amp.

(or Tcooling/∆T) Software
Momentum Energy Momentum Energy

[138] Air

Darcy–
Forchheimer

(SF)
(β, Fε, φ)

LTE Not considered Not considered - - ∆T ≤ 30 K
Lattice-

Boltzmann
code

[139] He Microscopic Microscopic,
no solid

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTE - k− ε 60,000 Pa Ansys Fluent

[137] He Microscopic
Microscopic

CHT
(∆T = 587 K)

Darcy–
Forchheimer

(SF)
(β, C, φ)

LTE
Heat source for HHX, Tc =

const
300 LES 250,000 Pa Ansys Fluent
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Before concluding this section, it is important to be more specific about HX mod-
eling. At the microscopic scale, the computational costs are not affordable to simulate
a full device by taking into account the HXs. Therefore, Ilori et al. experimentally and
numerically investigated, with a 3D CFD model, an asymmetric arrangement of a hot
HX, surrounded by two identical cold ones. Both experiments and simulations confirmed
that at high amplitudes, minor losses caused by sudden area contractions/expansions
can be significantly reduced by adopting a specific edge shape, such as the ogive or conic
shape, without compromising heat transfer [147,148]. At the macroscopic level, HXs have
been modeled with a porous media approach by using the same correlation adopted for
regenerators. However, the intrinsic geometric and fluid flow characteristics within HXs
are very different from those of a regenerator. Piccolo’s works [149,150] demonstrated
that there is a strong relation between the hydraulic radius and useful length for a net
heat transfer in an HX. In particular, the higher the ratio of rh/δk, the higher the useful
length for heat transfer, until rh/δk ≤ 2, while, for a regenerator, the hydraulic ratio must
be much smaller than the viscous and thermal penetration depths. The same numerical
studies have also shown that the optimal length to take advantage of the maximum useful
length for heat transfer is about the peak–peak particle displacement. This brings about
two reasons for which the classical theory of Swift does not strictly fit in modeling HXs.
Firstly, the quasi-steady-state assumption, invoked to resemble the stationary correlations
of a regenerator, is not valid because generally rh ≈ δk. Secondly, the entrance effects play
a significant role because the length of the component and the air particle displacement
are comparable.

4.2.3. General Numerical Aspects

In the case of a device solved at the microscopic scale, the mesh criteria are exactly
those described for a single TAC. This is in contrast to models with macroscopic porous
media, where such criteria may be assessed only at the walls of the empty resonators. With
the thermoacoustic phenomena being transient, the time step of the solution needs to be
selected accurately taking into account the stability issue and accuracy of reproducing the
sinusoidal pattern at the highest meaningful frequency characterizing the thermoacoustic
system. For refrigerators driven by a sinusoidal boundary condition (pressure, velocity
or moving wall), the fundamental frequency is an intrinsic input of the simulations. For
engines, the frequency can only be roughly estimated a priori from the global size of the
device and the speed of sound with a purely acoustic approach. As for a single TAC,
both the finite element method (FEM) and finite volume method (FVM) in commercial or
open-source software have been used. With regard to the FVM-based method, the pressure-
based solver with the PISO/PIMPLE algorithms is the most widespread algorithm. Both
first- and second-order spatial and time discretization schemes have been used in the
literature. With specific reference to the order of the time discretization scheme, it was
demonstrated that a first-order scheme is sometimes inaccurate, especially in identifying the
onset temperature of a thermoacoustic engine [85,142]. Both explicit (Runge–Kutta) [67,93]
and implicit ([97,138]) time schemes have been adopted.

Specific initial conditions, such as the sinusoidal pressure, may accelerate the periodic
steady state, especially for thermoacoustic engines. However, this fact should be balanced
with the other two additional questions discussed here. Firstly, it was shown that the
engine was not able to start up without a small sinusoidal pressure distribution as an initial
condition, in the presence of an isothermal boundary condition for the hot HX [83,138]. This
problem was not found when a volumetric heat source was used instead of the prescribed
temperature for the hot HX. Additionally, in Scalo’s work [69], the initial pressure condition
could not be lower than 0.5 kPa to promote thermoacoustic instability. At the same time,
it cannot be neglected that a thermoacoustic system is a nonlinear bistable system and its
solution can strongly depend on the initial conditions [58]. For standing-wave devices, two
other possible ways of triggering the thermoacoustic amplification were reviewed by Chen
and co-workers [58]. According to the first one (Zink’s method [117]), the transient CFD
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solution has to be initialized by a steady-state solution, where the wall (near the thermal
buffer tube) is replaced (just for this step) by a pressure inlet boundary condition. The other
method is to prescribe a sinusoidal pressure wave at the other end of the computational
domain (pressure outlet). Note that for temperatures higher than the so-called “damping
temperature”, pressure triggering is not needed, in theory, to start up the engine [58].

5. Conclusions and Future Outlook

In this article, a review of computational thermo-fluid dynamics-based modeling
of thermoacoustic phenomena was presented. Even if linear thermoacoustic theory is
currently adopted for design purposes of thermoacoustic devices, due to its affordable
computational costs, most phenomena characterizing operating conditions of these devices
in high-amplitude regimes are intrinsically neglected. In this paper, these phenomena were
classified and described, by providing examples of the numerical models available in the
literature for each category of nonlinearity. Overall, it has emerged that two approaches are
commonly adopted for modeling a thermoacoustic device, depending on the computational
domain considered: a single thermoacoustic core or a full device. Concerning single
thermoacoustic cores, apart from one exception, they are extracted from a standing-wave
thermoacoustic refrigerator to investigate the temperature difference generated across the
stack plate ends, or from a standing-wave thermoacoustic engine to evaluate the pressure
level reached by imposing a prescribed temperature difference along the stack. These
simulations are suitable for performing sensitivity analysis by varying parameters such as
the drive ratio, stack length and position, with reasonable computational cost. However,
the results, especially for thermoacoustic engines, do not always quantitatively match
the results obtained for a full stack. With regard to full devices, the authors proposed a
classification between models at the microscopic scale, in which the stack is solved in detail
in the numerical simulations, and at the macroscopic scale, where the stack and/or heat
exchangers are modeled using a porous media approach. The literature analysis showed
that all full devices simulated at the microscopic scale are standing-wave devices, while
the thermoacoustic cores of traveling-wave engines are modeled with the porous media
correlation used for steady-state flows. This is due to three main reasons:

1. While a traveling-wave thermoacoustic engine works at a low operating frequency and
steady-state correlation for porous media can be applied, a standing-wave thermoa-
coustic engine, working at higher frequencies, requires specific nonlinear correlations
in oscillating flows to describe the phase shift between the pressure gradient and
velocity, studies on which are currently lacking in the literature.

2. Heat transfer in oscillating flows between the two media in the stack of a standing-
wave thermoacoustic engine is irreversible, and a local thermal non-equilibrium
model is required.

3. The geometries of regenerators, compared to those of stacks, are irregular and their
characteristic lengths are significantly smaller and therefore difficult to be fully mod-
eled without impacting the computational costs.

In conclusion, computational thermo-fluid dynamics is a powerful tool to capture
effects that are not considered by linear thermoacoustic theory, to gain a better understand-
ing of the thermoacoustic phenomena and to design devices that operate efficiently under
actual conditions. The use of computational thermo-fluid dynamics simulations at the
microscopic scale can allow not only reaching higher-fidelity results but also obtaining
numerical results that can be exploited (for example, in terms of porous media correlations
or minor losses) to improve linear thermoacoustic theory at high amplitudes. The use of
macroscopic models for thermoacoustic cores instead represents a good compromise to
reduce the computational cost compared to microscopic simulations but is currently not
generally applicable to all thermoacoustic devices because the sub-models for porous media
are derived from the classical steady-state applications. Further microscopic computational
thermo-fluid dynamics simulations or experiments should be aimed at building specific
nonlinear porous media correlations that are also valid when steady-state correlations fail.
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In addition, whether one considers turbulence models or not in such simulations cannot be
underrated. Further numerical and experimental studies are needed to better understand
the best turbulent model due to the differences which emerge when adopting different
turbulent approaches.
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