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Abstract

:

In this article, a recent modified meta-heuristic optimizer named the modified hunger games search optimizer (MHGS) is developed to determine the optimal parameters of a fractional-order proportional integral derivative (FOPID) based load frequency controller (LFC). As an interconnected system’s operation requires maintaining the tie-line power and frequency at their described values without permitting deviations in them, an enhanced optimizer is developed to identify the controllers’ parameters efficiently and rapidly. Therefore, the non-uniform mutation operator is proposed to strengthen the diversity of the solutions and discover the search landscape of the basic hunger games search optimizer (HGS), aiming to provide a reliable approach. The considered fitness function is the integral time absolute error (ITAE) comprising the deviations in tie-line power and frequencies. The analysis is implemented in two networks: the 1st network comprises a photovoltaic (PV) plant connected to the thermal plant, and the 2nd network has four connected plants, which are PV, wind turbine (WT), and 2 thermal units with generation rate constraints and governor dead-band. Two different load disturbances are imposed for two studied systems: static and dynamic. The results of the proposed approach of MHGS are compared with the marine predators algorithm (MPA), artificial ecosystem based optimization (AEO), equilibrium optimizer (EO), and Runge–Kutta based optimizer (RUN), as well as movable damped wave algorithm (DMV) results. Moreover, the performance specifications of the time responses of frequencies and tie-line powers’ violations comprising rise time, settling time, minimum/maximum setting values, overshoot, undershoot, and the peak level besides its duration are calculated. The proposed MHGS shows its reliability in providing the most efficient values for the FOPID controllers’ parameters that achieve the lowest fitness of 0.89726 in a rapid decaying. Moreover, the MHGS based system becomes stable the most quickly as it has the shortest settling time and is well constructed as it has the smallest peak, overshoots at early times, and then the system becomes steady. The results confirmed the competence of the proposed MHGS in designing efficient FOPID-LFC controllers that guarantee reliable operation in case of load disturbances.
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1. Introduction


In today’s era, the traditional grids are considered less reliable and unable to meet the requirement of supplying excessive electrical power to consumers. The main reason is the depletion of fossil fuels which has occurred at a much higher rate in the last few decades. Thereby, with currently expanding energy utilization, the power industry is confronted with introducing new power generation plants, transmission, and distribution networks. Renewable energy based power plants and distributed generation (DG) are trendy and suitable options to conquer this issue [1,2].



In addition, to furnish a stable power supply to the consumers and to meet the required energy demand, the present power system has been changed from a conventional larger power grid to a multi-area interconnected power system [3]. The coordination and advancement of conventional interconnection can significantly ameliorate the stability, economy, and reliability of the grid. In this manner, the regional interconnected power grid is the fundamental pattern of the present power grid improvement. In any case, in crisis conditions, when enormous variations are occurring, they become detached from the main grid to supply the emergency loads. In these conditions, there are variations in solar irradiation, wind speed, and load damping issues of frequency variations known as load frequency control (LFC) [4]. Continuous frequency variations in power networks lead to serious harm to frequency-sensitive devices, failure in the operation of protection devices, and overload of transmission lines. On the other hand, an increase in the number of renewable distributed generations (DGs) in the power network also increases irregular power output. This results in complex frequency control. Therefore, to maintain the reliable and stable power network implementation of an efficient LFC technique is obligatory.



Therefore, the stability of a power network relies upon how great the power generation coordinates with the complete demand are, along with losses in the system through any load fluctuations. In this regard, the LFC of a power system network is a critical part of power quality. The LFC targets maintain zero steady-state errors for region frequencies and tie-line power streams between the interconnected regions and also manages the symmetry between the power consumption and generation [5]. In addition, the main idea behind LFC is to manage the frequency of every area inside the specified limits even in case of load change conditions and large variations occurring from integrated renewable energy resources (RESs) [6]. From the literature, it is found that, for multi-area power networks, distributed LFC innovations are highly encouraging when compared to their centralized peers.



To achieve the above-specified targets, numerous researchers and communities have worked on LFC in the past few years. Numerous control strategies have been implemented in the past for the LFC issues. From the existing literature and various control methods proposed by the researchers, the design of the controller can be classified into two types. These are (1) control techniques depending on traditional methods and (2) those depending on meta-heuristic or soft computing techniques. Proportional-integral-derivative (PID) controllers have been widely used by numerous researchers and in industry for the application of LFC due to their wide range of features, namely, simplicity of tuning and structure, no need for any expertise-specific requirements, reliable operation, and  good concordance between cost and performance. Classical control techniques concentrating on proportional-integral-derivative (PID) controllers [7], with consideration of robustness and sensitivity to measurements of noise for PID-LFC, have been proposed by the authors in [8], as well as sliding mode control (SMC) [9].



The integral control technique is the one extensively used for LFC. However, in this method, the gain of the integral controller is tuned in offline mode. Therefore, it results in poor dynamic performance in case of system changes and load fluctuations. To resolve the issue of offline tuning, fixed parameter PI controllers have been introduced in [10]. Ali Kazemy et al. [11] used a combination of conventional PC controllers and mode-dependent state feedback controllers for LFC. In this work, the authors considered an event-triggered mechanism to minimize unessential data transfer along with the network. In [12], the authors introduced virtual inertia of a wind generator to manage load frequency and damping oscillations in interconnection lines. Virtual wind inertia has been extensively analyzed to control the frequency. As the wind plants are connected to the grid via converters, they can act rapidly to furnish LFC with fast dynamics. Due to the extensive intelligent control, the best outcomes were attained with the conventional LFC.



In [13], the authors proposed a decentralized biased PI dual-mode controller with consideration of governor dead-band and generation rate constraint non-linearities for LFC. Tarek Hassan et al. [14] introduced a balloon effect modification to the Jaya algorithm under both parameter and load variations. The modified Jaya technique was applied on a new objective function to control the online system problems [14]. This technique was evaluated by those authors by considering the frequency variations that occurred due to variations in the system parameters and step demand loads [14]. The effectiveness of the proposed technique is correlated with the effectiveness of regular integral controllers and classical Jaya control techniques. A novel adaptive SMC was proposed in [15], and it achieved a better performance than classical SMC. In [16], Arivoli et al. designed a PI controller via craziness particle swarm optimization (CPSO) based integral square error (CPSOISE), multi-objective based CPSO, and CPSO based apex stability verge for LFC. Yogendra et al. [17] developed a bacterial foraging optimization (BFOA) based fuzzy PI/PID controller for automatic generation control (AGC) of a two-area network. The excellence of the proposed technique was compared to the results of firefly, particle swarm (PSO), hybrid BFOA-PSO based PI controllers, and PSO and pattern search (PS) optimized fuzzy PI controllers. Sensitivity analysis was executed to investigate the robustness of all designed controllers under study. Similarly, in [18], a hybrid version of differential evolution and pattern search (DE-PS) was considered to optimize the modified ID controller for the objective of LFC. Fractional order type 2 fuzzy based on the Levenberg–Marquardt algorithm (LMA) was proposed to simulate LFC by the authors in [19]. In this approach, FOPID is used instead of traditional PID due to a high number of adjustable parameters, robustness, and being faster than other techniques. The gradient descent algorithm (GDA) was used in [20] to train and the optimization approach was applied to the controller. However, from the results of GDA, it is observed that the shortcomings of the method are lower speed in finding the training rate and high sensitivity to initial conditions. Bhuvnesh Khokhar et al. [21] proposed a two-dimensional sine logistic map with a chaotic sine cosine algorithm (2D-SLCSCA) for tuning the PID controller of an islanded microgrid for LFC. The proposed algorithm was developed with the aim of improving the search capability and convergence speed of the algorithm with the utilization of extensive 2D chaotic-like retaining a broader chaotic range and ergodic. The efficacy of the developed technique has been compared with PSO, grey wolf optimizer (GWO), salp swarm algorithm (ISSA), 2D Lozi map, and Henon map based chaotic SCA under diversified load fluctuations. Using the 2D-SLCSCA technique, the authors enhanced the frequency response percentage by 96.51% during objective function, 78.89% during peak overshoot, and 78.86%, during undershoot conditions as compared to their counterparts.



With the attractive features ofthe dragonfly algorithm (DA) such as easy modification, hybridization, and utilizable in different applications, the authors in [22] proposed a quasi-oppositional dragonfly algorithm (QODA) to design a PID controller which is correlated with the performance of a conventional PID controller for three- and two-area interconnected power systems. Oshnoei et al. [23] proposed a hybrid controller based on two degrees of freedom (2DOF) with a combination of a fractional-order PID and tilt integral derivative controller. This controller has been successfully employed for a two-area interconnected power system network comprising a wind turbine (WT) and redox flow battery. To assess the suitability of the proposed controller for real-time applications, examinations in two areas and the New England 39 bus power system have been taken into account. In [24], a 2DOF-FOPID is proposed using a quasi-oppositional based salp swarm algorithm to tune the gains of the controller. In addition, some other meta-heuristic based algorithms were implemented for the LFC, such as grey wolf optimizer (GWO) [25], artificial bee colony (ABC) [26], ant lion optimizer (ALO) [27], human brain emotional learning algorithm [28], binary bat algorithm (BBA) [29], marine predators algorithm [30], and differential evolution (DE) [31].



The hybrid or improved versions of algorithms proposed for the same are improved ant colony optimization (ICMPACO) [32], adaptive learning strategy based PSO (ALPSO) [33], hybrid algorithm combining firefly and PSO (HFPSO) [34], improved salp swarm algorithm (ISSA) [35], and hybrid differential evolution and biogeography based optimization (DE/BBO) approach [36].



From the analysis on various techniques, it is found that fractional-order controllers (FOCs) are the most efficient approach as they are impervious to variations in the operating circumstances and network parameters [37]. Therefore, FOCs have attracted many researchers to incorporate them for effective LFC. In [38], Fuzzy logic based fractional-order PID (FOPID) has been utilized as a secondary frequency controller of hydro-thermal power systems. In this work, the authors considered the bacterial foraging algorithm (BFA) to find the optimal parameters of the controller. Zamani et al. employed a gases’ Brownian movement optimization algorithm to tune the parameters of the FOPID controller to relieve the tie-line power flow and frequency deviations in a two-region power network [39]. The other type of FOC and FOPID controller, named the tilt integral derivative (TID) controller, has been proposed via improved PSO to enhance the system performance even under typical conditions [37,40]. Similarly, the same TID is tuned by the water cycle algorithm in [41]. A multi-objective optimization model for both frequency and voltage control is proposed in [42]. The FOPID controller via a sine-cosine optimization for doubly-fed induction generation with the aim of frequency and tie-line power violations is proposed in [43]. A flower pollination based FOPID was developed for a two-area power network of an electric vehicle to improve the capability of AGC [44].



Notwithstanding the benefits of the existing control techniques, it is noteworthy to mention the criticalities of incorporating these techniques. These are, namely, that adaptive techniques are complex, online parameter tuning, and that these techniques require an absolute system model. The classical Jaya algorithm completely depends on the plant’s transfer function and assumes a disturbance-free system. This is the major limitation of the technique where the system encounters disturbances [14]. The listed control techniques reported in the literature, such as adaptive controllers, SMC, and fractional-order controllers, demonstrated an effective performance when employed in the dynamic systems’ control schemes. However, they encounter various restrictions, namely, design complexity, high computation burden and time, and requirement for expertise to tune the control parameters, and involve higher costs than conventional controllers [45]. The traditional controllers are less costly and simple in design, but these controllers fail when the system undergoes non-linearities and show high sensitivity towards small changes in system parameters [46]. In addition, most of the proposed meta-heuristic algorithms may become trapped in local minima and have a tedious procedure for tuning of control variables. The major issues faced by these techniques are system non-linearities.



Therefore, from the above-listed limitations, the authors found that there exists room for introducing an effective optimization based algorithm for tuning the parameters of the PID controller for LFC. This motivates the authors to develop a robust FOPID controller using a recent modified meta-heuristic optimizer named the modified hunger games search (MHGS) optimizer to achieve the aim of LFC. The uniqueness of this research is that the authors propose a non-uniform mutation operator to strengthen the diversity of the solutions and discover the search landscape of the hunger games search (HGS) optimizer. The objective function is designed in such a way to minimize the integral time absolute error (ITAE) of the frequencies and tie-line powers’ violations. Two networks are analyzed in this paper: the 1st one comprises a photovoltaic (PV) based plant and thermal plant, the 2nd one has 4 plants which are PV, WT, and 2 thermal plants. The robustness of the proposed MHGS is verified via comparison to other optimizers.



The structure of this article is as follows: the modeling of various renewable energy resources considered in the article is presented in Section 2. The problem formulation and objective are detailed in Section 3. An overview of and the complete steps involved in implementing HGS and modified HGS algorithms for the application of LFC along with flowcharts are given in Section 4.1 and Section 4.2. Details of the simulations carried out and the obtained results and discussion of, respectively, the two-area and four-area connected networks are given in Section 5. Finally, the overall outcome of the work and observations are presented as a conclusion in Section 6.




2. System Modeling


The proposed system involves various renewable energy sources (RESs) such as PV arrays and wind power plants. Furthermore, the proposed system contains thermal power plants. The model of the system under study can be mathematically represented by the models of a wind turbine, PV array, and thermal power plant.



2.1. Model of Wind Turbine Plant


The wind turbine (WT) extracted power is proportional to the cube of wind speed and the power coefficient (  C p  ), which relies on tip-speed ratio defined by ( λ ) and blade-pitch angle defined by ( β ). The optimal value of the power coefficient reflects in the extraction of maximum power from the wind turbine. The ratio of tip speed can be given as [47,48]


  λ =  (  ω t  R )  /  V w   



(1)




where R represents the radius of WT,   V w   denotes the speed of wind, and   ω t   represents the rotor speed. The WT mechanical power can be formulated as


   P W  =  1 2  ρ A  C p   λ , β   V w 3   



(2)




where  ρ  is the air density and A represents the WT area. Equation (3) represents the formula of the power coefficient.


   C p  =  0.44 − 0.0167 × β  sin    π ( λ − 2 )   15 − 0.3 β    − 0.00184  λ − 3  β .  



(3)







Figure 1 depicts the relation between the WT mechanical power and its rotational speed at variable wind speeds. Each curve in the figure has a maximum power point to be tracked, and this point changes based on the wind speed.




2.2. PV Array Model


PV arrays consist of several PV modules that are interlinked in series to raise the voltage and in parallel to raise the current of the PV array and to meet the load demand. These objectives depend mainly on both the solar irradiance and the surface temperature. The PV array voltage is determined by [49]


  V =     N s  ϵ Z  T a   Q   ln     N p  G  I  p h   − I +  N p   I o     N p   I o     −     N s  I  R s    N p     



(4)




where V and I represent the PV array voltage and current, respectively, Q denotes electron charge, Z represent the Boltzmann coefficient,   T a   represents surface temperature,  ϵ  denotes completion factor,   N s   and   N p   are the total count of series and parallel connected cells,   R s   represents the series resistance,   I  p h    represents the photocurrent of the PV module,   I o   is the leakage current, and G represents irradiance. The maximum power point of the PV module can be tracked by trackers [50]. To achieve this object, several algorithms have been used for tracking the maximum power. Among them, the incremental conductance (INC) methodology is commonly used. This method is employed to manage the boost converter’s duty cycle of the PV system. Figure 2 illustrates a flowchart of this method. The proposed method relies on the following equation [51]:


           d  P  P V     d  v  P V     > 0  At  right  side  of  MPP ,         d  P  P V     d  v  P V     = 0  At  MPP ,         d  P  P V     d  v  P V     < 0  At  left  side  of  MPP         



(5)







The PV system transfer functions can be expressed as [52]


   G 1  =    s 2    s 2  +  ω 2        V   s 2  +  ω 2     s 2  + 2  ω 2     k  s 2    s 2  + 4  ω 2         1 −  e  − s  T s      s  T s      



(6)






   G 2  =     M 1   L C     s 2  +  1  R C   s +  1  L C         1 −  e   − s  T s   2     1 +  e   − s  T s   2         M 2   1 + s  T s      



(7)




where  ω  denotes angular frequency of the electric grid, R, L, and C represent the output parameters of the converter,   M 1   equals the voltage gain of the chopper circuit,   M 2   equals the inverter voltage gain, and   T s   represents the sampling period.




2.3. Thermal Power Plant Model


A thermal power plant comprises synchronous generators units, a steam turbine, a speed-governor system, and a reheating system. The transfer functions of these individual units are mathematically modeled as [53]




	-

	
Governor model


   G g  =   K g    T g  s + 1    



(8)








	-

	
Reheater model


   G r  =    K r   T r  s + 1    T r  s + 1    



(9)








	-

	
Turbine model


   G t  =   K t    T t  s + 1    



(10)








	-

	
Generator model


   G g  e n =   K p    T p  s + 1    



(11)













where   K g  ,   K t  ,   K r  , and   K p   represent gains of the governor, turbine, reheater, and generator,   T g  ,   T t  ,   T r  , and   T p   represent the time constant of governor, turbine, reheater, and generator. All components are simulated as first-order transfer functions.





3. Problem Formulation


The fractional-order proportional–integral–derivative (FOPID) controller was proposed by Podlubny [50]. It has a higher performance than the traditional PID for many closed-loop control systems. It has five parameters,   K p  ,   K i  , and   K d  , that represent gains of the proportional, integral, and derivative parts, the integrator order defined by ( λ ), and the derivative order defined by ( μ ). A simple schematic diagram of the proposed controller is illustrated in Figure 3. Its transfer function is formulated as


   G c  s =  K p  +   K i   s λ   +  K d   s μ  λ , μ > 0  



(12)







These five parameters of the FOPID controller are fully designed using a novel modified HGS algorithm. The integral time absolute error (ITAE) comprising the frequency and tie-line power changes is selected as the fitness function. The design process is demonstrated in Figure 4. This fitness function is expressed as


  I T A E =  ∫  0  t  t .   ∑  j = 1   M  u n i t     | Δ   F j  + Δ  P  t i e , j    d t ,  



(13)




where t denotes the simulation time,   M  u n i t    is the number of interconnected areas, and   Δ  F j    and   Δ  P  t i e , j     are the frequency change in the   j  t h    area and the tie-line power number j.



The constraints of the optimization problem are as follows:


         K  P j   L o w   ≤  K  P j   ≤  K  P j   H i g h             K  I j   L o w   ≤  K  I j   ≤  K  I j   H i g h             K  d j   L o w   ≤  K  d j   ≤  K  d j   H i g h     ∀ ∈  N c            λ j  L o w   ≤  λ j  ≤  λ j  H i g h             μ j  L o w   ≤  μ j  ≤  μ j  H i g h       



(14)




where   L o w   and   H i g h   represent the lower and higher limits of parameters, and   N C   represents FOPID controller numbers. The parameters’ lower and higher limits are between [0, 1].



In this article, two systems are studied: the 1st consists of a two-area system that includes PV and thermal power plants. The LFC diagram of the system is illustrated in Figure 5. The 2nd system contains PV, WT, and 2 thermal power plants and is clearly indicated in Figure 6.




4. The Proposed Solution Methodology


4.1. Overview Hunger Games Search Optimizer


Yang et al. [54] have developed a new optimizer named the hunger games search (HGS) optimizer to imitate animals’ starvation-driven activities and behavior. The animals have two social strategies while searching for food: in the first strategy, the animals behave as a team. In contrast, a few animals are separated and dependant on their abilities to catch the food (self-dependent manner) in the second strategy. To implement these social manners, Yang et al. [54] formulated the mathematical equations of HGS as


        Y i   ( t + 1 )   →  =      G a m  e 1  :    Y i   ( t )   →  .  1 + r a n d n ( 1 )      R 1  < f , . . . . . . . .  ( i )        G a m  e 2  :   ω  1 i   →   ( t )  .    Y i b   ( t )   →  +   D i  →   ( t )  .   ω  2 i   →   ( t )  .  |    Y i b   ( t )   →  −    Y i   ( t )   →  |    r 1  > L ,  R 2  > B  ( t )  , . . . . . . . .  ( i i )        G a m  e 3  :   ω  1 i   →   ( t )  .    Y i b   ( t )   →  −   D i  →   ( t )  .   ω  2 i   →   ( t )  .  |    Y i b   ( t )   →  −    Y i   ( t )   →  |    r 1  > L ,  R 2  < B  ( t )  . . . . . . . .  ( i i i )           



(15)




where     Y i b   ( t )   →   is the location of the best solution at the current iteration (t), the     Y i   ( t )   →   is the position of the   i  t h    animal. The    ω 1  →   and    ω 2  →   are the weights of hunger to perform the hunger-driven signals. The    ω 1  →   refers to the error in getting the right position whereas the    ω 2  →   is considered to handle the effectiveness of starvation on the range of activity. The multiplication of      Y i   ( t )   →  a n d  1 + r a n d n ( 1 )    of Equation (15) indicates the random manner of the hungry animal while looking for its foods at the current position. The    |     Y i b   ( t )   →  −    Y i   ( t )   →   |    of Equation (15) refers to the range of activity of the   i  t h    animal in t. To adjust the range of activity, the weight (   ω 2  →  ) is multiplied in that part (   |     Y i b   ( t )   →  −    Y i   ( t )   →   |   ). Hence, the animal can stop searching when it is complete. Adding and subtracting the part of     ω 1  →  .    Y i b   ( t )   →    in the second and third lines of Equation (15) implements the current animal becoming acquainted with its peers when nearing the food location and then continuing looking for food again at the current location. The f is a constant number chosen to be 0.03 by relying on the original article on HGS [54]. The   D →   is a ranging controller; it has values in the interval of [−b, b]. The   D →   is employed to manage the range of the activity. Therefore, it is slowly decreased to 0. Both   R 1   and   R 2   are random values in the range of [0, 1].   r a n d n ( 1 )   is a random number drawn from a normal distribution. The decision making of Equation (15) is controlled by the variable B that can be calculated through Equation (16) [54].


   B i   ( t )  = s e c h   | F u   n i   ( t )  −  G *    ( t )  |     i ∈ 1 , 2 , 3 , . . . . , N  



(16)




where the   F u  h i    is the objective function value of the   i  t h    animal at t,   G *   is the best objective function obtained so far at t. The variable N is the total number of animals, and   s e c h ( x )   illustrates the hyperbolic function that equals   1 / C o s h ( x )  .



Once again, by observing the main equations of HGS in Equation (15), the first line of it is an implementation of the self-dependent manner. In comparison, the second and third lines are emulations of the team cooperation work. The motion of the animals based on the second and third lines is mainly restricted by three variables:   D →  ,    ω 1  →  , and     ω 2  →  . Yang et al. [54] adjusted these variables by performing the following equations.




	
Tuning the ranging controller (  D →  ): Yang et al. [54] suggested the following equation to implement the animal shrinking manner across the iterations (t):


        D i   ( t )   →  = 2 × s h r i n  k i   ( t )  ×  R 3  − s h r i n  k i   ( t )  ,       w h e r e ,       s h r i n  k i   ( t )  = 2 ×  1 −  t  M T        



(17)




where   M T   illustrates the total number of iterations,   R 3   refers to a random number in the interval of [0,1].



	
Tuning the weights (   ω 1  →  ) and (   ω 2  →  ): Yang et al. [54] used the following equations to boost the animals’ manner when looking for their food.


    ω  1 i   →   ( t )  =      H u n g r  y i   ( t )  .  M  S _ H u n g r y ( t )   ×  R 4    R 5  < f ,       1          R 5  > f       



(18)






    ω  2 i   →   ( t )  =  1 − e x p   − | H u n g r   y i    ( t )  − S _ H u n g r y  ( t )  |    ×  R 6  × 2  



(19)




where the random values in Equations (18) and (19) are symbolized by   R 4  ,   R 5  , and   R 6  . The   H u n g r  y i   ( t )    is the   i  t h    hungry animal while   S _ H u n g r y ( t )   is the sum of the hungry feelings of all animals at   ( t )  . The formula of   H u n g r  y i   ( t )    is modeled as follows:


  H u n g r  y i   ( t )  =      0         F u  n i   ( t )  = =  G *   ( t )        H u n g r  y i   ( t )  + N _ H u n g r  y i   ( t )   F u  n i   ( t )  =  G *   ( t )        



(20)




where   N _ H u n g r  y i   ( t )    is a new hungry animal which is considered if the objective function of the   i  t h    animal is not equal to the best-attained objective so far   G *  . The respective new hunger of various animals is different. Therefore, in [54], the new hunger   N _ H u n g r y   formula is considered as


     N _ H u n g r  y i   ( t )  =      C _ H × ( 1 + R )     K _ H < C _ H       K _  H i   ( t )      K _ H ≥ C _ H .      ,       w h e r e       K _  H i   ( t )  =   F u  n i   ( t )  −  G *   ( t )     W *   ( t )  −  G *   ( t )    ×  R 7  × 2 ×  ( H i g h − L o w )      



(21)




where    W *   ( t )    is the worst value of fitness achieved so far.   H i g h   and   L o w   are the the search space upper and lower limits, respectively. The   C _ H   is a constant value recommended to be 100 [54]. The HGS flowchart is shown in Figure 7.









4.2. The Proposed Modified Hunger Games Search Optimizer


Discovering efficient solutions and avoiding the local solutions in the first iterations are principle targets achieved via enhancing the diversification stage of the optimizer. Therefore, in this work, the non-uniform mutation operator is employed to enhance the diversity of the solutions and discover the search landscape efficiently, as mentioned in Algorithm 1. The structure of the proposed MHGS is reported in Algorithm 2, where it starts with a set of initial solutions then assesses the objective function using this initialization. For the maximum number of iterations   M T  , the initial solutions are updated and the non-uniform mutation operator is performed to ensure the diversity of the solutions. The weights   ω  1 , 2    and the algorithm parameters are modified throughout the iterations. The previously mentioned processes are repeated until the termination phenomenon is satisfied.






	Algorithm 1 The non-uniform mutation operator.



	
	1:

	
for Each agent i (  i =  g 1  + 1 , . . . , n  ) do




	2:

	
   for Each dimension j (  j = 1 , . . . , d  ) do




	3:

	
     if rand < 0.1 then




	4:

	
          a = r a n d ( 1 , D )  ;   N  d × d    =   d i a g ( a )  ;




	5:

	
        if round (rand) = 0 then




	6:

	
          Update the agent position according




	
         U  i j   =  U  i j   +  N  d × d    M a x _  B j  −  U  i j      1 −  t  M a  x T     2   









	7:

	
        else if round (rand) = 1 then




	8:

	
          Update the particle position according




	
         U  i j   =  U  i j   +  N  d × d     U  i j   − M i n _  B j     1 −  t  M a  x T     2   









	9:

	
        end if




	10:

	
     end if




	11:

	
   end for




	12:

	
end for



















	Algorithm 2:Steps of MHGS.



	
	1:

	
Set the MHGS parameters; N agents, number of iterations (  M T  ),   L , D ,  L H  , S _ h u n g e r  ,




	2:

	
Calculate the initial solutions matrix.




	3:

	
Set t = 1.




	4:

	
while termination criteria are not met do




	5:

	
   Evaluate the objective function (Fun) for all search agents.




	6:

	
   Update the Best (  G *  ), Worst (  W *  ) values of the fitness function and assign the best solutions (  Y b  ).




	7:

	
   Calculate the Hungry using Equation (20).




	8:

	
   Update the weight   ω 1   using Equation (18).




	9:

	
   Update the weight   ω 2   using Equation (19).




	10:

	
   for The first group of the agents (  i = 1 , . . . , N  ) do




	11:

	
     Update the agents’ locations using Equation (15)(i)...




	12:

	
     Update the agents’ locations using Equation (15)(ii, iii).




	13:

	
     Apply Algorithm 1 to implement non-uniform mutation operator for the solutions.




	14:

	
   end for




	15:

	
   t = t + 1.




	16:

	
end while




	17:

	
Display the best solutions.














5. Simulation and Discussion


The analysis is performed using two interconnected systems.



The proposed MHGS is applied to identify the FOPID controllers that are involved in the systems to maintain zero deviations in the frequencies and tie-line powers. The MHGS is compared to a set of recent optimization algorithms that have been implemented with the same settings, including the marine predators algorithm (MPA) [55], artificial ecosystem based optimization (AEO) [56], equilibrium optimizer (EO) [57], Runge-Kutta based optimizer (RUN) [58], movable damped wave algorithm (DMV) [59], and the classical version of HGS [54]. The analysis is implemented on the MATLAB 2018 platform. For a fair assessment, a population size of 30 and 100 iterations are considered for all approaches.



5.1. PV Interconnected System


In this section, two interconnected units including a grid-connected PV unit with MPPT and reheat thermal power generation unit are considered while assessing the proposed optimizer. The studied MATLAB/Simulink scheme is displayed in Figure 8, and the data of this system are from [60].



The analysis in this part is performed for two cases: the first one involves adding step disturbance in the PV plant of +10%. For the second case, a sudden step change in the disturbance in the PV unit is included where three levels of disruption are recognized: first, 50%, then suddenly increasing to 80%, and reducing to 20%. The considered levels of the disturbances for the two cases are depicted in Figure 9.



Table 1 reports the attained optimal gains of FOPID controller based LFC by the proposed optimizer and its counterparts in the case of adding 10% disturbance to the PV unit. Moreover, the corresponding ITAE, ITSE, and IAE are listed to assess the proposed MHGS’s performance. The illustrated data show the ability of the proposed MHGS in providing the most efficient values for the FOPID controllers’ parameters that achieve the least ITAE, ITSE, and IAE of 0.89726,   5.1801 ×  10  − 2    , and   0.34179  , respectively. In contrast, the MPA, which is considered the best comparable counterpart, achieves ITAE, ITSE, and IAE of 1.2622,   5.5548 ×  10  − 2    , and   0.39261  , respectively. The ITAE, ITSE, and IAE are related to tie-line power and frequency deviations. Their lowest values are the metrics for the best performance and the highest efficient control. Accordingly, the MHGS confirms its reliability in this stage.



The decaying of the fitness function throughout the iterations is the other sector that should be evaluated. Thus, the convergence properties of the MPA, AEO, EO, RUN, DMV, HGS, and the proposed MHGS are depicted in Figure 10. The curves illustrate the excellence of the proposed MHGS in decaying rapidly to high-quality solutions that attain the lowest ITAE at a smaller number of iterations. Due to this, the authors can affirm that the non-linear mutation enhanced the optimizer in discovering the search space efficiently compared with the classical HGS and the others.



Response properties of frequencies and tie-line powers’ fluctuations at 10 in PV plant.



Studying the PV and thermal interconnected system response using the optimal FOPID controller parameters obtained via the implemented techniques is the core of this work to demonstrate the proposed optimizer’s robustness. Therefore, the time responses of the frequencies and tie-line powers’ deviations are exhibited in Figure 11. The plotted curves affirm that the FOPID controller based MHGS attains the best steady state response with acceptable specifications compared with the others. Moreover, the MHGS based system reaches a steady deviation nearly at zero, as displayed in Figure 11. In contrast, the AEO and DMV based systems show high values in the overshoot and take a long time to reach stability. Using the curves of Figure 11, several metrics are computed in Table 2 such as the settling time   (  t s  )     ( s )  , rise time   (  t r  )     ( s )  , the minimum and maximum setting values (  A m  b  s M i n    ,   A m  b  s M a x    ), overshoot (  O s  ), undershoot(  U s  ), and the peak level   ( H z )   as well as its time (  t  P e a k   )   ( s )  . The response properties of the frequencies and power deviations of Table 2 show that the MHGS based system reaches stability the fastest. as it has the shortest settling time and it is the most well constructed as it has the lowest peak, overshoots at early times, and then becomes steady, as indicated in Figure 11.



Robustness Evaluation under Variable Disturbance: Two Areas


The investigation on the reliability and robustness of the proposed MHGS based system did not stop at studying the system response while using 10% disturbance on the PV unit, as we used three levels of disturbances that changed suddenly, as shown in Figure 9b, to evaluate the MHGS based controllers’ performance. The time responses of the deviations in frequencies and tie-line powers throughout the simulation time are depicted in Figure 12. By inspecting the curves, one can detect that the MHGS based system responds rapidly with minimum peaks and becomes steady. However, the peaks and settling time achieved via the controllers based on the others are remarkable, especially while using AEO and DMV based controllers. Accordingly, the proposed MHGS confirms and provides evidence on its superiority and outstanding performance compared to the others. Thus, it is an efficient approach in identifying the FOPID controller parameters for two interconnected areas using various disturbances.





5.2. Four Interconnected Systems


In this section, the developed controller is examined with 4 different plants of PV, wind turbine (WT), and 2 thermal units. The non-linear based model of thermal plants is considered via generation rate constraints (GRCs) and governor dead-band (GDB). The constructed system using Simulink is presented in Figure 13. The data of this system are available in [61,62].



The simulations in this part are implemented by considering two different load disturbances. The first one is +1% occurring in the load of area 2 (WT based plant). The second one is a sudden step change in the disturbance of the WT based plant where two levels of disruption are recognized: 10% and then a sudden reduction to 1%. The considered levels of the disturbances for the two cases are drawn in Figure 14. The variation in the fitness function (ITAE) with iteration number for the proposed MHGS in comparison with the others for a 1% disturbance applied on a WT based plant (area 2) is shown in Figure 15. The curves confirm the superiority of the proposed MHGS as it achieves the minimum fitness function.



The time responses of frequency perturbations,  Δ   F 1  ,  Δ   F 2  ,  Δ   F 3  , and  Δ   F 4  , and tie-line powers,  Δ   P  t i e 2   ,  Δ   P  t i e 2   ,  Δ   P  t i e 3   , and  Δ   P  t i e 4   , achieved via the proposed approach and the others for such disturbance are presented in Figure 16. From the presented curves of Figure 16, it can be clearly observed that tie-line power and frequency deviations completely vanished with the FOPID controllers optimized via the proposed MHGS. On the other hand, there are some approaches that failed in keeping these violations to zero, such as AEO. For  Δ   P  t i e 2    and  Δ   P  t i e 4   , the FOPID optimized via the AEO keeps the deviations at −0.015 and 0.015 pu, respectively. The optimal parameters of the FOPID controller obtained via the proposed approach and the others in the case of load disturbance of 1% on a WT based plant, in addition to the fitness function (ITAE), ITSE, and IAE, are tabulated in Table 3. Regarding to the obtained results, the developed method outperformed the others in terms of ITAE, achieving the best value of   4.0026  , while AEO achieved the worst value of   4.9618 e + 00  . Moreover, regarding to the results of ITSE and IAE, the proposed MHGS achieved good values of   4.57137 e − 01   and   1.0171 e − 01  , respectively.



It is standard practice to investigate the time responses of the frequencies and tie-line powers’ violations when installing FOPID controllers optimized via new approach, and this is done by calculating the performance metrics, such as rise time (  t r  ), settling time   t s  , settling minimum (  A m  b  s M i n    ), settling maximum (  A m  b  s M a x    ), overshoot (  O s  ), undershoot (  U s  ), peak value (  P e a k  ), and peak time (  t  P e a k   ), which are calculated and exhibited in Table 4. The obtained responses via the proposed MHGS are correlated to MPA, AEO, EO, RUN, DMV, and HGS. The results show the dominance of the proposed MHGS compared to the others for all responses of frequencies and tie-line powers’ variations.



Robustness Evaluation under Variable Disturbance: Four Areas


In this part, the reliability of the proposed optimizer is investigated under dynamic changes in the disturbance. Therefore, the recognized second load disturbance applied on a WT based plant (area 2) in four interconnected systems is not a fixed level like the first one. Two levels of disruption are applied. The first one is 10% which is continued for 45 s and then reduces suddenly to 1% for the remaining time interval of the simulation, up to 100 s. The application of this dynamic disturbance is important in order to monitor the performance of the proposed FOPID controllers. The optimal parameters of FOPID controllers obtained via the proposed MHGS given in Table 3 are used in the dynamic load disturbance, and the time responses of frequencies and tie-line powers’ deviations are traced and plotted in Figure 17.



The FOPID-LFC controllers work in two time intervals. The first one runs from 0 s to 45 s, in which the load disturbance of 10% is considered. The second one runs from 45 s to 100 s, in which the disturbance is 1%. The designed controllers via the proposed approach succeeded in removing the deviations of all frequencies and tie-line powers in the two considered intervals. On the other hand, the controllers designed via AEO failed in achieving the target for  Δ   F 2  ,  Δ   P  t i e 2   , and  Δ   P  t i e 4   . Moreover, the AEO based controllers generate large oscillations.



It is clear that the proposed method incorporating MHGS succeeded in designing reliable and efficient FOPID-LFC controllers that are capable of removing the disruptions of frequencies and tie-line powers for a multi-interconnected system subjected to either static or dynamic load disturbances.






6. Conclusions and Perspectives


A modified hunger games search optimizer (MHGS) based approach is proposed to design LFC. The FOPID is selected to represent LFC due to its accuracy compared to other traditional controllers. The proposed MHGS is employed to identify the best values of five parameters of FOPID such that the ITAE values of frequencies and tie-line powers’ violations are reduced. The modification proposed by the authors is presented by adding a non-uniform mutation operator to increase the diversity of the solutions and discover the search landscape of the hunger games search optimizer (HGS). The analysis is performed on two interconnected systems as follows. Different load disturbances are considered, either static or dynamic. The results attained via the proposed MHGS are compared to the marine predators algorithm (MPA), artificial ecosystem based optimization (AEO), equilibrium optimizer (EO), Runge–Kutta based optimizer (RUN), and movable damped wave algorithm (DMV). Additionally, rise time, settling time, minimum and maximum setting values, overshoot, undershoot, peak value, and peak time of the time responses of frequencies and tie-line powers’ deviations are calculated. The reported results show the ability of the proposed MHGS in providing the most efficient values for the FOPID controllers’ parameters that achieve the lowest ITAE, ITSE, and IAE of 0.89726,   5.1801 e − 02  , and   0.34179  , respectively. In contrast, the MPA that is considered as the best comparable counterpart achieves ITAE, ITSE, and IAE of 1.2622, 5.5548e  − 2  , and 0.39261, respectively. Moreover, the MHGS based system reaches stability the fastest as it has the shortest settling time and is the most well constructed as it has the lowest peak, overshoots at early times, and then becomes steady. The results confirmed the robustness of the FOPID-LFC controllers designed via the proposed MHGS in all studied cases for all considered systems. In forthcoming research, the proposed FOPID-LFC will be investigated on a large-scale interconnected system with RESs.
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Figure 1. WT mechanical power and rotational speed at variable wind speeds. 
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Figure 2. Flowchart of INC based tracker approach. 
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Figure 3. Block diagram of FOPID controller with plant. 
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Figure 4. The proposed structure of FOPID-LFC controller optimized via optimization algorithm. 
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Figure 5. The PV system. 
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Figure 6. The PV/WT/thermal system. 
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Figure 7. Flowchart of basic HGS. 
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Figure 8. Two interconnected system scheme. 
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Figure 9. The conducted disturbance on area 2 (PV unit): (a) step of 10% and (b) variable step disturbance. 
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Figure 10. The convergence property of the proposed algorithm and others in the case of PV and thermal plants at 10% load disturbance. 
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Figure 11. Time responses of (a)  Δ   F 1  , (b)  Δ   F 2  , and (c)  Δ   P  t i e    at 10 % load disturbance applied on area 2. 
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Figure 12. Time responses of variable load disturbance applied on area 2 for: (a)  Δ   F 1  , (b)  Δ   F 2  , and (c)  Δ   P  t i e   . 
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Figure 13. Four interconnected systems scheme. 
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Figure 14. The conducted disturbance on area 2: (a) step of 1% and (b) variable step disturbance. 
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Figure 15. The convergence property of the proposed algorithm and others in the case of four interconnected areas with a load disturbance of 1%. 
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Figure 16. Time responses of 1% load disturbance applied on area 2 of multi-interconnected area for: (a)  Δ   f 1  , (b)  Δ   f 2  , (c)  Δ   f 3  , (d)  Δ   f 4  , (e)  Δ   P  t i e 1   , (f)  Δ   P  t i e 2   , (g)  Δ   P  t i e 3   , and (h)  Δ   P  t i e 4   . 
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Figure 17. Time responses of variable load disturbance applied on area 2 of multi-interconnected area for: (a)  Δ   f 1  , (b)  Δ   f 2  , (c)  Δ   f 3  , (d)  Δ   f 4  , (e)  Δ   P  t i e 1   , (f)  Δ   P  t i e 2   , (g)  Δ   P  t i e 3   , and (h)  Δ   P  t i e 4   . 
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Table 1. The FOPID controller’s identified parameters by the tested techniques in the case of two interconnected units.






Table 1. The FOPID controller’s identified parameters by the tested techniques in the case of two interconnected units.





	
Para

	
Algorithms




	
MPA

	
AEO

	
EO

	
RUN

	
DMV

	
HGS

	
MHGS






	
   K  P 1    

	
   0.0100   

	
   0.0111   

	
   0.0108   

	
   0.0105   

	
   0.8209   

	
   0.0351   

	
   0.8318   




	
   K  I 1    

	
   0.1850   

	
   0.1004   

	
   0.1885   

	
   0.1884   

	
   0.9423   

	
   0.1868   

	
   0.2046   




	
   λ 1   

	
   1.0000   

	
   0.9961   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   0.0255   




	
   K  d 1    

	
   0.0100   

	
   0.5348   

	
   0.0114   

	
   0.0116   

	
   1.0000   

	
   0.0100   

	
   0.4157   




	
   μ 1   

	
   0.8423   

	
   0.9952   

	
   0.9110   

	
   0.7097   

	
   0.3430   

	
   1.0000   

	
   0.3270   




	
   K  P 2    

	
   1.0000   

	
   0.9996   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   0.9846   




	
   K  I 2    

	
   1.0000   

	
   0.6182   

	
   1.0000   

	
   1.0000   

	
   0.6394   

	
   1.0000   

	
   0.9531   




	
   λ 2   

	
   0.8125   

	
   0.8607   

	
   0.8115   

	
   0.8126   

	
   0.8618   

	
   0.8111   

	
   0.8592   




	
   K  d 2    

	
   1.0000   

	
   0.5541   

	
   0.9974   

	
   0.9804   

	
   0.5061   

	
   0.9113   

	
   0.9994   




	
   μ 2   

	
   0.5000   

	
   0.5032   

	
   0.5000   

	
   0.5000   

	
   0.5000   

	
   0.5000   

	
   0.0057   




	
ITAE

	
   g  1.2622    

	
   1.2465 e + 00   

	
   1.2623 e + 00   

	
   1.2639 e + 00   

	
   1.3083 e + 00   

	
   1.2761 e + 00   

	
   8.9726 e − 01   




	
ITSE

	
   5.5548 e − 02   

	
   8.2327 e − 02   

	
   5.5578 e − 02   

	
   5.5943 e − 02   

	
   8.2496 e − 02   

	
   5.7300 e − 02   

	
   5.1801 e − 02   




	
IAE

	
   3.9261 e − 01   

	
   5.2427 e − 01   

	
   3.9402 e − 01   

	
   3.9239 e − 01   

	
   5.0609 e − 01   

	
   3.9448 e − 01   

	
   3.4179 e − 01   
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Table 2. Response properties of frequencies and tie-line powers’ fluctuations at 10% load disturbance in PV plant.
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Specifications






	
Algs

	
RiseTime

	
SettlingTime

	
SettlingMin

	
SettlingMax

	
Overshoot

	
Undershoot

	
Peak

	
PeakTime




	

	
   t r      ( s )   

	
   t s      ( s )   

	
    A m b   s M i n       ( H z )   

	
    A m b   s M a x       ( H z )   

	
   O s   

	
   U s   

	
   P e a k      ( H z )   

	
   t  P e a k       ( s )   




	
  Δ     F 1   




	
MPA

AEO

EO

RUN

DMV

HGS

MHGS

	
   1.7576 e − 01   

   1.1729 e − 01   

   1.7576 e − 01   

   1.7590 e − 01   

   1.1621 e − 01   

   1.7521 e − 01   

   1.2157 e − 01   

	
   1.2482 e + 01   

   1.5710 e + 01   

   1.2470 e + 01   

   1.2550 e + 01   

   1.4878 e + 01   

   1.2835 e + 01   

   1.2379 e + 01   

	
   − 4.8137 e − 02   

   − 5.2508 e − 02   

   − 4.7971 e − 02   

   − 4.8337 e − 02   

   − 5.1644 e − 02   

   − 4.8277 e − 02   

   − 3.9804 e − 02   

	
   − 4.1416 e − 04   

   − 1.5583 e − 04   

   − 4.3716 e − 04   

   − 4.2506 e − 04   

   − 2.3702 e − 04   

   − 4.7306 e − 04   

   − 2.2556 e − 04   

	
   − 4.1416 e − 04   

   − 1.5583 e − 04   

   − 4.3716 e − 04   

   − 4.2506 e − 04   

   − 2.3702 e − 04   

   − 4.7306 e − 04   

   − 2.2556 e − 04   

	
   − 4.8137 e − 02   

   − 5.2508 e − 02   

   − 4.7971 e − 02   

   − 4.8337 e − 02   

   − 5.1644 e − 02   

   − 4.8277 e − 02   

   − 3.9804 e − 02   

	
   4.8137 e − 02   

   5.2508 e − 02   

   4.7971 e − 02   

   4.8337 e − 02   

   5.1644 e − 02   

   4.8277 e − 02   

   3.9804 e − 02   

	
   2.0614 e + 00   

   2.8230 e + 00   

   2.0614 e + 00   

   2.0517 e + 00   

   2.7289 e + 00   

   2.0245 e + 00   

   2.0477 e + 00   




	
  Δ     F 2   




	
MPA

AEO

EO

RUN

DMV

HGS

MHGS

	
   2.8367 e − 03   

   2.7923 e − 03   

   2.8588 e − 03   

   2.8344 e − 03   

   2.6787 e − 03   

   2.8710 e − 03   

   1.9977 e − 03   

	
   1.3607 e + 01   

   1.4357 e + 01   

   1.3600 e + 01   

   1.3561 e + 01   

   1.4425 e + 01   

   1.3378 e + 01   

   1.2254 e + 01   

	
   − 1.7809 e − 01   

   − 2.0812 e − 01   

   − 1.7819 e − 01   

   − 1.7901 e − 01   

   − 2.1090 e − 01   

   − 1.8229 e − 01   

   − 1.9902 e − 01   

	
   2.0675 e − 02   

   1.7210 e − 02   

   2.0565 e − 02   

   2.0917 e − 02   

   1.9630 e − 02   

   2.1413 e − 02   

   1.3549 e − 02   

	
   2.0675 e − 02   

   1.7210 e − 02   

   2.0565 e − 02   

   2.0917 e − 02   

   1.9630 e − 02   

   2.1413 e − 02   

   1.3549 e − 02   

	
   − 1.7809 e − 01   

   − 2.0812 e − 01   

   − 1.7819 e − 01   

   − 1.7901 e − 01   

   − 2.1090 e − 01   

   − 1.8229 e − 01   

   − 1.9902 e − 01   

	
   1.7809 e − 01   

   2.0812 e − 01   

   1.7819 e − 01   

   1.7901 e − 01   

   2.1090 e − 01   

   1.8229 e − 01   

   1.9902 e − 01   

	
   8.7053 e − 01   

   1.0006 e + 00   

   8.7054 e − 01   

   8.7056 e − 01   

   1.0068 e + 00   

   8.8298 e − 01   

   8.4905 e − 01   




	
 Δ P    t i e   




	
MPA

AEO

EO

RUN

DMV

HGS

MHGS

	
   1.2019 e − 01   

   1.0793 e − 01   

   1.2091 e − 01   

   1.2015 e − 01   

   1.0475 e − 01   

   1.2141 e − 01   

   9.7142 e − 02   

	
   1.3126 e + 01   

   1.5311 e + 01   

   1.3175 e + 01   

   1.3092 e + 01   

   1.4869 e + 01   

   1.3057 e + 01   

   1.3057 e + 01   

	
   1.8732 e − 04   

   1.4996 e − 04   

   1.9921 e − 04   

   1.8482 e − 04   

   1.0061 e − 04   

   2.0125 e − 04   

   9.8693 e − 05   

	
   1.7192 e − 02   

   2.1967 e − 02   

   1.7207 e − 02   

   1.7252 e − 02   

   2.2052 e − 02   

   1.7502 e − 02   

   1.6472 e − 02   

	
   1.7192 e − 02   

   2.1967 e − 02   

   1.7207 e − 02   

   1.7252 e − 02   

   2.2052 e − 02   

   1.7502 e − 02   

   1.6472 e − 02   

	
   1.8732 e − 04   

   1.4996 e − 04   

   1.9921 e − 04   

   1.8482 e − 04   

   1.0061 e − 04   

   2.0125 e − 04   

   9.8693 e − 05   

	
   1.7192 e − 02   

   2.1967 e − 02   

   1.7207 e − 02   

   1.7252 e − 02   

   2.2052 e − 02   

   1.7502 e − 02   

   1.6472 e − 02   

	
   2.7655 e + 00   

   2.8677 e + 00   

   2.7623 e + 00   

   2.7623 e + 00   

   2.8285 e + 00   

   2.7348 e + 00   

   2.1932 e + 00   
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Table 3. The FOPID controller’s identified parameters by the tested techniques in the case of four interconnected units.
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Para

	
Algorithms




	
MPA

	
AEO

	
EO

	
RUN

	
DMV

	
HGS

	
MHGS






	
   K  P 1    

	
   1.0000   

	
   0.0806   

	
   0.8794   

	
   0.4533   

	
   0.2240   

	
   1.0000   

	
   0.0100   




	
   K  I 1    

	
   1.0000   

	
   0.1471   

	
   0.0100   

	
   0.0107   

	
   0.0105   

	
   0.0100   

	
   0.1454   




	
   λ 1   

	
   1.0000   

	
   0.2866   

	
   0.0100   

	
   0.0105   

	
   0.0681   

	
   0.0100   

	
   0.9082   




	
   K  d 1    

	
   1.0000   

	
   0.8554   

	
   0.1157   

	
   0.0103   

	
   0.0257   

	
   0.0100   

	
   0.0271   




	
   μ 1   

	
   0.6489   

	
   0.2407   

	
   0.7277   

	
   0.5477   

	
   0.0917   

	
   0.0147   

	
   0.0115   




	
   K  P 2    

	
   1.0000   

	
   0.0101   

	
   1.0000   

	
   1.0000   

	
   0.7759   

	
   1.0000   

	
   1.0000   




	
   K  I 2    

	
   1.0000   

	
   0.0125   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   1.0000   




	
   λ 2   

	
   1.0000   

	
   0.1930   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   1.0000   




	
   K  d 2    

	
   1.0000   

	
   0.0687   

	
   0.0100   

	
   0.0100   

	
   0.8075   

	
   1.0000   

	
   1.0000   




	
   μ 2   

	
   0.0100   

	
   0.9665   

	
   0.0100   

	
   0.0101   

	
   0.0863   

	
   0.0100   

	
   0.0100   




	
   K  P 3    

	
   1.0000   

	
   0.1424   

	
   0.0100   

	
   0.0100   

	
   0.0881   

	
   0.0100   

	
   0.1453   




	
   K  I 3    

	
   0.0100   

	
   0.1957   

	
   0.0105   

	
   0.0102   

	
   1.0000   

	
   0.0100   

	
   0.0100   




	
   λ 3   

	
   1.0000   

	
   0.0383   

	
   0.0121   

	
   0.0101   

	
   1.0000   

	
   0.0623   

	
   0.0152   




	
   K  d 3    

	
   1.0000   

	
   0.4543   

	
   0.0102   

	
   0.0101   

	
   0.0384   

	
   0.2925   

	
   0.2917   




	
   μ 3   

	
   1.0000   

	
   0.0743   

	
   0.0524   

	
   0.9373   

	
   0.7900   

	
   1.0000   

	
   1.0000   




	
   K  P 4    

	
   0.0100   

	
   0.0104   

	
   0.0100   

	
   0.0100   

	
   0.0100   

	
   0.0100   

	
   0.0100   




	
   K  I 4    

	
   0.0100   

	
   0.0189   

	
   0.0100   

	
   0.0100   

	
   0.0113   

	
   0.0100   

	
   0.0100   




	
   λ 4   

	
   0.0100   

	
   0.1411   

	
   0.0100   

	
   0.0100   

	
   0.0100   

	
   0.0100   

	
   0.0100   




	
   K  d 4    

	
   0.0100   

	
   0.0102   

	
   0.0100   

	
   0.0100   

	
   0.0310   

	
   0.0100   

	
   0.0100   




	
   μ 4   

	
   1.0000   

	
   0.0854   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   1.0000   

	
   1.0000   




	
ITAE

	
   4.0027 e + 01   

	
   4.9618 e + 01   

	
   4.2947 e + 01   

	
   4.2948 e + 01   

	
   4.2861 e + 01   

	
   4.0027 e + 01   

	
   4.0026 e + 01   




	
ITSE

	
   4.5713 e − 01   

	
   2.2382 e − 01   

	
   4.6841 e − 01   

	
   4.6840 e − 01   

	
   4.6517 e − 01   

	
   4.5713 e − 01   

	
   4.5713 e − 01   




	
IAE

	
   1.0172 e + 00   

	
   1.4192 e + 00   

	
   1.0172 e + 00   

	
   1.0172 e + 00   

	
   9.8577 e − 01   

	
   1.0172 e + 00   

	
   1.0171 e + 00   
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Table 4. Response properties of frequencies and tie-line powers’ deviations at 1% load disturbance applied on area 2 of the four connected systems.
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Specifications






	
Algs

	
RiseTime

	
Settling Time

	
Settling Min

	
Settling Max

	
Overshoot

	
Undershoot

	
Peak

	
PeakTime




	

	
   t r      ( s )   

	
   t s      ( s )   

	
    A m b   s M i n       ( H z )   

	
    A m b   s M a x       ( H z )   

	
   O s   

	
   U s   

	
   P e a k      ( H z )   

	
   t  P e a k       ( s )   




	
  Δ     f 1   




	
MPA

AEO

EO

RUN

DMV

HGS

MHGS

	
   3.1988 e − 01   

   2.9175 e − 01   

   2.9208 e − 01   

   2.9210 e − 01   

   3.1936 e − 01   

   3.1989 e − 01   

   3.1989 e − 01   

	
   9.8531 e + 01   

   9.6929 e + 01   

   9.8261 e + 01   

   9.8261 e + 01   

   9.8538 e + 01   

   9.8531 e + 01   

   9.8231 e + 01   

	
   − 8.4281 e − 02   

   − 5.9199 e − 02   

   − 8.2374 e − 02   

   − 8.2374 e − 02   

   − 8.3448 e − 02   

   − 8.4281 e − 02   

   − 8.4281 e − 02   

	
   3.4395 e − 02   

   2.0937 e − 02   

   3.7086 e − 02   

   3.7087 e − 02   

   3.6873 e − 02   

   3.4395 e − 02   

   3.4395 e − 02   

	
   2.7469 e − 02   

   1.3705 e − 02   

   2.7448 e − 02   

   2.7442 e − 02   

   2.9078 e − 02   

   2.7469 e − 02   

   2.7469 e − 02   

	
   − 8.4281 e − 02   

   − 5.9199 e − 02   

   − 8.2374 e − 02   

   − 8.2374 e − 02   

   − 8.3448 e − 02   

   − 8.4281 e − 02   

   − 8.4281 e − 02   

	
   8.4281 e − 02   

   5.9199 e − 02   

   8.2374 e − 02   

   8.2374 e − 02   

   8.3448 e − 02   

   8.4281 e − 02   

   8.4281 e − 02   

	
   4.2754 e + 00   

   3.9601 e + 00   

   4.3539 e + 00   

   4.3532 e + 00   

   4.2860 e + 00   

   4.2733 e + 00   

   4.2756 e + 00   




	
  Δ     f 2   




	
MPA

AEO

EO

RUN

DMV

HGS

MHGS

	
   5.1341 e − 04   

   1.5191 e − 02   

   5.2317 e − 04   

   5.2329 e − 04   

   5.6583 e − 04   

   5.1341 e − 04   

   5.1340 e − 04   

	
   4.8225 e + 01   

   9.9174 e + 01   

   4.8615 e + 01   

   4.8615 e + 01   

   4.8442 e + 01   

   4.8225 e + 01   

   4.8224 e + 01   

	
   − 1.0878 e − 01   

   − 3.3055 e − 02   

   − 1.0627 e − 01   

   − 1.0627 e − 01   

   − 1.0734 e − 01   

   − 1.0878 e − 01   

   − 1.0878 e − 01   

	
   6.5512 e − 02   

   4.1619 e − 02   

   6.3582 e − 02   

   6.3582 e − 02   

   6.6057 e − 02   

   6.5512 e − 02   

   6.5512 e − 02   

	
   5.3133 e − 02   

   7.4760 e − 03   

   2.6207 e − 02   

   2.6212 e − 02   

   2.5240 e − 02   

   5.3157 e − 02   

   5.3141 e − 02   

	
   − 1.0878 e − 01   

   − 6.4994 e − 02   

   − 1.0481 e − 01   

   − 1.0478 e − 01   

   − 1.0148 e − 01   

   − 1.0878 e − 01   

   − 1.0878 e − 01   

	
   1.0878 e − 01   

   8.1953 e − 02   

   1.0627 e − 01   

   1.0627 e − 01   

   1.0734 e − 01   

   1.0878 e − 01   

   1.0878 e − 01   

	
   6.7717 e + 00   

   6.5943 e + 00   

   6.8138 e + 00   

   6.8133 e + 00   

   6.7756 e + 00   

   6.7727 e + 00   

   6.7721 e + 00   




	
  Δ     f 3   




	
MPA

AEO

EO

RUN

DMV

HGS

MHGS

	
   1.1905 e − 02   

   3.9484 e − 01   

   9.7584 e − 03   

   9.7602 e − 03   

   1.2295 e − 02   

   1.1905 e − 02   

   1.1905 e − 02   

	
   7.2618 e + 01   

   9.7610 e + 01   

   6.2780 e + 01   

   6.2780 e + 01   

   7.2617 e + 01   
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