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Modelling methodology 

In this section, for each system element mentioned in Figure 1 (of the main 
publication), a description of how this element is modelled is given. 

S. 1. Supply 
 

S.1.1. Rainwater 
Precipitation data from hourly weather data (mm/hr or L/m2/hr) are converted 
to cubic meters of precipitation per hour according to the following formula: 

𝑣!"#$! =	
𝑣%!&'#%#("(#)$	𝐴*+!,"'& 	cos	(𝛽)

1000  
 
With 𝑣!"#$! the total amount of rainwater in m3/hr on specific surface i, which 
can be a roof or a solar park.  𝑣%!&'#%#("(#)$ represents precipitation data in 
L/m2/hr, 𝐴*+!,"'& the total surface area of either roofs or solar panels in m2 and 
cos	(𝛽) the angle of the roof or solar panels.  

 
S.1.2. Surface water 
Hourly data on surface water temperatures are used as an input for the model. 
The surface water can only be used as a heat source when the temperature is 
above 14 ˚C. Between 14 ˚C – 18 ˚C, the water is cooled with 3˚C and above 
18 ˚C with 6 ˚C, based on a report with 13 business cases for surface water 
thermal energy systems [1]. At the start of the heat storage season, the 
temperature difference is smaller to reduce ecological effects. In summer the 
effect of cooling the surface water is positive, because of higher oxygen 
content and a decreased chance for the development of algae, botulism and 
smell [1,2]. In general, this means that in the Netherlands, surface water can 
be used as a heat source for five months, from May up until September.   
 
S.1.3. Solar PV 
The energy production for both rooftop PV and solar parks is calculated at an 
hourly basis with the equations as used in the HOMER (Hybrid Optimization of 
Multiple Energy Resources), whereby the temperature effect is taken into 
account [3]. The temperature coefficient is chosen at 0.41%/˚C and the 
nominal operating cell temperature (NOCT) is set at 45 ˚C. Furthermore, we 
assume a 10% loss factor for losses due to shadow, dust, waste 
transformation, and fixed linear derating factor to 81% of the original efficiency 
over 25 years. 

 
S.1.4. Wind 
Wind energy is not part of the scenarios calculated in this paper but is included 
in the Power-to-X model, hence we do include it in the methodology. For wind 
turbine energy output, wind speed data at ground level (in general 10 m 
height) are transformed to wind speed at 60 meters height according to Eq 
(S.1).  
 
𝑢-" =

.$(-" 0#⁄ )
.$(-$%&%' 0#⁄ )

∙ 𝑢3&(&!        (S.1) 
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Where  𝑢-" (m/s) is the wind speed at a height ℎ4 (in m, max. 60m), 𝑢3&(&! 		is 
the wind speed at reference height (m/s), ℎ-+5 is the hub height of a selected 
turbine in m and ℎ3&(&! the reference height of the weather station in m (often 
10 m). 𝑧6 represents the surface roughness (in m). The height of 60m is called 
the blending height, as this is the point where the effects from the Earth’s 
surface (represented by the roughness factor) are not influencing the wind 
speed anymore [4]. From this point onwards, the power law is used to 
calculate the wind speed from 60m (ℎ7) to hub height (ℎ4), see Eq (S.2): 
𝑢-" = 𝑢-( 		 ∙ 	1

-"
-(
2
8
         (S.2) 

Where 𝛼 is a constant value that differs for land and sea, with the standard 
value for land being 0.143. 𝑢-" is the wind speed at hub height (in m/s).  

 

S.2. Conversion technologies 
 

S.2.1. Rainwater treatment  
The rainwater is cleaned by a sieve and self-cleaning filter. A small part of the 
water is purified further by the reverse osmosis system (RO) and stored in 
short-term water storage (tank). The remaining filtered rainwater water is 
stored in the subsurface (without reversed osmosis treatment). When the 
electrolyser has a water demand, water from the RO storage tank is purified 
further by a continuous electro deionisation system (CEDI) [5]. Water demand 
for other purposes is either fulfilled directly with water from the underground 
storage or first treated by the RO installation, depending on the purpose. A 
picture of the system layout can be found in van der Roest et al. [6], p.5.  
For the different treatment steps, the water recovery is defined in Table 1. The 
energy use of the water treatment system is mainly defined by the energy use 
of pumps, according to: 
 
𝐸%+3% =	

,)*$)	∆%
;<66	=

        (S.3) 
 

With 𝐸%+3% the energy use of the pump in kWh, 𝑓%+3% the flow through the 
pump in m3/hr, ∆𝑝 the feed versus outflow pressure difference in kPa and 𝜂 the 
efficiency of the pump.  
 

Table 1 Water system components and efficiencies 

 Water recovery Pressure difference (kPa) Pump efficiency  

Sieve 98% - - 

Self cleaning filter 98% 250 60% 

Water storage pump 100% 100 60% 

Reverse osmosis 
system 

90% 700 80% 

CEDI  95% 300 60% 
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S.2.2. Electrolyser 
Electrolysers convert electricity to hydrogen and are available in different 
variations. In this paper, we have chosen to look at a proton exchange 
membrane (PEM) electrolyser. PEM produces hydrogen at 30 bar pressure 
and with a very high quality (5.0, meaning 99.999% pure hydrogen), which is 
beneficial when the hydrogen is (partly) used for mobility purposes. The 
efficiency has a negative correlation with the load, therefore we use an 
efficiency curve that varies with the load, based on experimental data from [7] 
but adapted for 2030, which is shown in Figure 1. The average efficiency 
(HHV) is set at 80% at 90% load, or 50 kWh/kg which is the expected 
efficiency of a PEM electrolyser for 2030 [8].  
 
Because a PEM electrolyser has an operating temperature of 50-80˚C, the 
heat from the electrolyser is coupled to the heat storage system. This means 
that the electrolyser has a water-based cooling system with a heat exchanger 
that is coupled to the heat distribution system. We assume that 80% of the 
heat can be recovered. In this way, the total efficiency of the electrolyser 
increases from about 80% to 94%.   
 

 
Figure 1 PEM Electrolyser efficiency versus load, based on[7] 

 
 
S.2.3. Industrial heat pump 
The heat pump converts power to heat of 50˚C with surface water as a heat 
source. The energy consumption of a heat pump depends on the coefficient of 
performance (COP) which is based on industrial scale heat pump software 
DORIN [9] and defined as: 
 
𝐶𝑂𝑃!" = 0.0028	(𝑇!",$%&' − 𝑇!",()*+), − 0.3276	1𝑇!",$%&' − 𝑇!",()*+2 + 13.021 (S.4) 
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With 𝑇>?,')$A the desired outflow temperature of the heat pump at the 
condenser side plus 5˚C, and 𝑇>?,&B"% the inlet temperature of the heat pump 
minus 6˚C for a conservative estimation of the COP of the heat pump, also 
taking into account losses over heat exchangers in the heat pump.  
 
 
S.2.4. Household heat pumps 
Because of the different options for household heating, there are different 
types of household heat pumps applied in the model.  
First, a distinction is made between air sourced heat pumps (ASHP) and water 
sourced heat pumps (WSHP), with COP formulas from Ruhnau, Hirth and 
Praktiknjo [10].  
𝐶𝑂𝑃CD>? = 6.08 − 0.09 ∙ (𝑇)+( − 𝑇#$) + 0.0005	(𝑇)+( − 𝑇#$)4   (S.5) 
𝐶𝑂𝑃ED>? = 9.97 − 0.02 ∙ (𝑇)+( − 𝑇#$) + 0.0012	(𝑇)+( − 𝑇#$)4   (S.6) 
 
With  𝑇)+(  being 35 ˚C for space heating meant for floor/low-temperature 
heating systems and 𝑇)+( being  65 ˚C for domestic hot water.  
For the air sourced heat pump, 𝑇#$ is the outside air temperature.  
In the case of hydrogen-hybrid heating, the heat pump supplies only space 
heat when the outside temperature is above -5˚C. For domestic hot water and 
space heating when the outside temperature is below -5˚C, the hydrogen 
boiler is used.  
Lastly, we have the option of a water sourced booster heat pump that is 
installed to provide only domestic hot water, with the temperature of the district 
heating network as input temperature 𝑇#$.  
 
S.2.5. Hydrogen boiler 
When a hydrogen boiler is installed, it is always used together with a heat 
pump (see S.2.4). It provides domestic hot water and space heating when the 
outside temperature is below -5˚C. The amount of hydrogen needed for 
heating (in kg) is calculated according to: 
𝐻4,-&"(#$F =

G+%,&-%$
=.",01!2%'	∙G."

        (S.7) 
With 𝐸-&"(A&3the heat demand in kWh, 𝜂>4,5)#.&! the efficiency of the hydrogen 
boiler, here set to 98% and 𝐸>4 the energy content of hydrogen set at 39.4 
kWh/kg (HHV-based, and used through all model calculations). 
 
S.2.6. Heat exchanger 
The heat exchangers are modelled with a counter-current flow and a fixed 
heat loss of 1.5 ˚C. 
 
S.2.7. Fuel Cell 
A fuel cell is used to convert stored hydrogen to electricity as well as heat. We 
have chosen for a PEMFC because the operating temperature range matches 
well with the heat storage temperature and the installation has high 
responsiveness. The efficiency of PEMFC is currently not much higher than 
50%, but for 2030 we assume a value of 60% efficiency which is seen as the 
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future potential [8]. Similar to the electrolyser, we assume that 80% of the heat 
can be used by the heat storage system.  

 
S.3. Storage 

 
S.3.1. Rainwater 
Rainwater could be stored in an aquifer for later use with a recovery efficiency 
of 70% [11]. To pump water in and out of the aquifer, a pressure difference of 
100kPa is assumed and a pump efficiency of 60%. 

 
S.3.2. Hydrogen 
Hydrogen is stored at central places in salt caverns and transported to the 
neighbourhood by (existing) gas infrastructure. There is enough room for 
hydrogen storage in salt caverns, in the Netherlands, there is 43.3 TWh (14.5 
billion m3) estimated storage capacity potential in salt caverns on land, which 
is considerable compared to the current natural gas storage capacity of 145 
billion m3 in Europe [12]. On average, a salt cavern is located at a depth of 
>500 m, mostly between 1000-2000 m and has a volume of about 500.000 – 
750.000 m3 [13]. A cavern has a height of approximately 300-400m and a 
width of 50-80m [12,13]. The storage pressure is 80 bar (empty, only cushion 
gas) and 180 bar (storage is full) [14]. To store hydrogen in the salt cavern, 
compression to about 200 bars is needed (ca 1.5 kWh/kg H2 for compression 
to 200 bar [15]). We assume no molecule losses occurred during storage.   
 
S.3.3. High-temperature aquifer thermal storage (HT-ATES) 
We include seasonal heat storage in the model in the form of a high-
temperature aquifer thermal storage system. For the dynamics of groundwater 
flow, convection and conduction losses, a dedicated SEAWAT v4[16] model 
that couples MODFLOW [17] and MT3DMS [18] is used. There is a daily 
exchange of data between the hourly Power-to-X model and the HT-ATES 
(MODFLOW) model. Every day, the current temperature of both the warm and 
the hot well are returned to the hourly model. These values are then used for 
the next 24 hours of hourly runs before they are updated again.  
The outlet temperature of the heat pump is set at 50˚C, which means water is 
infiltrated at 48.5˚C in the hot well. During winter, the temperature of the hot 
well is decreasing slowly. To use the HT-ATES most efficiently, we designed 
different heat pump modes. 

• Heat charging  - In this mode, surface water is used as input 
temperature at the evaporator side of the heat pump, while the water at 
the condenser side (50˚C) is exchanged via a heat exchanger with 
water that is extracted from the warm well (12-26.5 ˚C) and infiltrated 
(at 48.5 ˚C) to the hot well. 

• Direct heat delivery – Water from the hot well (43- 48.5˚C) is exchanged 
via a heat exchanger with the return flow of the DHN (25˚C). The DHN 
flow is thereby heated up (41.5-47 ˚C) and the water from the hot well is 
injected in the warm well (at 26.5 ˚C) after heat exchange.   

• Heat charging and delivery – A combination of the two modes 
described above. The heat produced by the heat pump is first delivered 
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to the (warm) distributor of the DHN, but the share of the heat that is not 
necessary to fulfil the heat demand is exchanged with the HT-ATES 
system.  

• Heat delivery under the threshold (Thot well = 43 ˚C) - If the temperature 
of the hot well reaches the threshold value (43 ˚C)  a different heat 
pump mode will start. In this mode, there is still exchange with the 
return pipe of the DHN (via heat exchanger nr. 1), but the temperature 
is not high enough to provide direct household heating. Therefore, the 
heat pump is used to upgrade the heat flow with the (warmed up) 
Retour flow from the DHN at the condenser side. At the evaporator 
side, the - the already cooled- flow from the hot well is exchanged via a 
second heat exchanger with a loop that goes to the evaporator side of 
the heat pump (Figure S2). In this way, the COP of the heat pump stays 
high and heat is produced efficiently. Moreover, the temperature of the 
hot well is lowered, which helps to maintain a quite constant ΔT 
between the wells and therefore has a positive effect on the system 
efficiency.  

• HT-ATES shut off (Thot well <30 ˚C)  - When the temperature of the hot 
well decreases below 30˚C, the HT-ATES system stops working to 
prevent the hot well from cooling off further. If the hot well becomes too 
cold, there is a high risk that the hot well is not able to deliver enough 
heat in the next winter. Therefore, if the hot well temperature decreases 
below 30˚C, heat has to be provided from a different source. If this 
happens, it is generally at the end of the winter so it could perhaps be 
possible to use the surface water as a source again. For now, we have 
assumed that heat is in this case produced from a source with a 
temperature of 12˚C. When the HT-ATES system had to be shut off for 
more than 5% of the time, the system has to be redesigned with a 
larger heat pump.  

 

 
Figure S2 Heat pump mode when the HT-ATES is functioning between 30-43˚C, The flow from the hot 
aquifer does first exchange heat with the return flow of the DNH, and afterwards with the evaporator 
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side of the heat pump, to ensure efficient use of the heat. In grey, alternative flows are shown for other 
heat pump modes, such as charging the hot well and direct discharging of the hot well.  

 
 

For this paper, the HT-ATES system parameters are based on a specific case 
of Nieuwegein. We model three layers, specifications are given in Table 2. The 
two wells are modelled seperately, but do communicate by the volume and 
temperature of flows that flow from one well to the other. More details on the 
modelling methodology can be found in the report of the Power-to-X concept 
[19], appendix V.  
 

Table 2 Specifications of the layers modelled for the HT-ATES system 

Layer zTop 
(m) 

zBottom 
(m) 

Kh (mD) 
Horizontal 
permeability 

Kv (mD) 
Vertical 
permeability 

porosity 

1 0 -25 0.05 0.01 0.3 

2 -25 -55 35 7 0.3 

3 -55 -70 0.05 0.01 0.3 

 
We have chosen to model the heat storage system in a steady-state phase. 
This means the model is first run from a ‘cold start’ with the subsurface (water) 
temperature at 12˚C. We run the model for five years to let the system reach 
equilibrium and then save the status of the HT-ATES system to use in a 
subsequent model run. In this way, we create a fairer comparison between 
different scenarios (with and without heat storage) later on.  
The yearly heat recovery efficiency in % (𝜂) is calculated by: 
 
𝜂 = 	∑ 	∆J345#

# 		∙K1*&	∙	'8
∑ ∆J	∙K!9	∙	'8345#
#

	 ∙ 100%       (S.8) 
 
∆𝑇*L*(&3 =	𝑇H-)( −	𝑇HM"!3       (S.9) 
 
∆𝑇-)(	M&.. =	𝑇H-)( −	𝑇"35       (S.10) 
 
∆𝑇M"!3	M&.. =	𝑇HM"!3 −	𝑇"35      (S.11) 
 
With 𝑇H-)( the moving average temperature of the hot well (in ˚C) and 𝑇HM"!3 the 
moving average temperature of the warm well of the HT-ATES system (in ˚C). 
𝑇"35 is the background ambient temperature in the aquifer (12˚C). 𝑉	 	is the flow 
(volume) of the water in m3/h in or out of the hot well and 𝑐M is the heat 
capacity of water (4180 kJ/m3/K). Depending on the applied ∆𝑇 in formula S.8, 
either the recovery efficiency of the total HT-ATES system, the hot well or the 
warm well is calculated. 

 
S.3.4. Electricity (Battery storage) 
For short term electricity storage, a large scale battery can be added to the 
system. The battery was modelled with 95% efficiency (one-way) [20,21], the 
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maximum depth of discharge (DoD) is 90% and the maximum 
charge/discharge capacity is 25% (C-rate of 4) [21].  

 
S.4. Distribution 

S.4.1. Electricity grid 
When electricity is exported from the neighbourhood (0.4 kV) to the grid (10 
kV) or the other way around, a transformer efficiency of 98% was assumed. 
Within the neighbourhood, no losses for conversion are taken into account. 
This is a simplification but partly justified because we assume that most 
installations in 2030 will have a DC connection, which saves the conversion 
from DC to AC and back in between i.e. a solar park, battery and electrolyser. 

 
S.4.2. District heating network 
For the distribution of heat in the neighbourhood, the heat loss in the district 
heating network (DHN) is calculated based on the NEN-norms for district 
heating [22]. We have chosen to calculate the heat loss in ˚C for the average 
flow and the complete length of the DHN, so for the last house on the network. 
The ΔT of the heat loss (including the loss over the heat exchanger) is then 
used to calculated the heat loss per hour (in GJ) using the hourly flow in the 
DNH related to the total heat demand of all houses in the neighbourhood 
(based on 44˚C inlet temperature and 25˚C return temperature). For pump 
energy, a value 2% of the heat generated is taken into account [23].   

 
S.4.3. Hydrogen distribution network 
For hydrogen transport, we look at reuse of the existing gas network, which is 
suitable for hydrogen transport after some modifications [24,25], mainly to pipe 
connectors and flow meters [26]. We assume no losses occur during 
distribution.  

 
S.4.4. Hydrogen fuelling station 
A hydrogen fuelling station (HFS) will be placed outside the neighbourhood. 
Ideally, it is close to the hydrogen infrastructure so it receives hydrogen 
directly at the station. Otherwise, hydrogen has to be transported with trucks to 
the fuelling station. For now, we assumed that hydrogen can be transported to 
the HFS by pipeline, which means it needs to be pressurized from 30 bars 
(pipeline) to 880 bars (to be able to refuel cars at 700 bars). This energy use is 
outside of the scope of this paper. The costs of the HFS were not taken into 
account separately in this paper, as the HFS will not be placed in the 
neighbourhood itself and a fuelling station has a number of users that exceeds 
the size of the neighbourhood. The costs for the fuelling station will be part of 
the price of hydrogen paid at the HFS itself and are expected to be 0.8-1.6 
€/kg [25].  

 

S.5. Energy Demand 
 

S.5.1. Cars hydrogen demand 
The neighbourhood will have a HFS nearby for refuelling the hydrogen cars 
from their (and other) neighbourhoods. The tank pattern shown in Figure 3 
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was used in the model. The hydrogen demand can vary per scenario, which is 
the reason that percentages are shown here. To ensure variability over time, a 
10% noise is applied to the fuelling pattern. 
 

  
 
Figure 3 Daily fuelling pattern for hydrogen cars 

 
S.5.2. Heat demand 

S.5.2.1. Space heat demand 
The model has a top-down approach regarding heat demand, which means 
that the total yearly heat demand is set as a model parameter at the start of a 
model run. The yearly heat demand varies per building type. In the model, the 
heat demand is distributed over time according to the degree-day method that 
is explained with: 
𝐻𝐷𝐻# = L𝑇5"*& − 𝑇)+(*#A&,#M ∙ 𝑓*&"*)$".       (S.10) 

Whereby the amount of heat degree hours (𝐻𝐷𝐻) in hour i is given by the 
difference between the outside temperature at which a house should be 
heated (𝑇5"*&), here set on 14˚C, and 𝑇)+(*#A&,# the outside temperature at hour 
i, both in ˚C. The weighting factor 𝑓*&"*)$".  takes into account the solar 
irradiation in the house and is 0.8 from April to September, 1.0 in March and 
October and 1.2 from November to February. One of the pitfalls when using 
the degree-day method is that intermittent heating (lower the thermostat 
temperature at night) is not represented with this method. However, in our 
neighbourhood, we expect the heating system to work at a lower temperature, 
such as floor heating. With these systems, the assumption that a constant 
temperature level is maintained during night and day is justified. 

In the model, a top-down approach is applied, with a fixed yearly heat demand 
which is distributed over the year utilizing the total amount of heat degree 
hours. First, a fraction of the space heat demand per degree hour is calculated 
(fNOPQRN,STQUO	VOQW in kWh/hr) according to Eq (S.11) and then this fraction is 
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used to calculate the heat demand in every hourly time step by multiplying the 
factor by the hourly value for heat degree hours as shown in Eq (S.12). 

𝑓A&3"$A,*%"'&-&"( =
G:),;%+%,&,&1&,2(XE-)

∑ >Y>345#
!<( !

      (S.11) 

	𝑄*%"'&-&"(,#(𝑘𝑊ℎ/ℎ) 	= 𝐻𝐷𝐻# ∙ 𝑓A&3"$A,-&"(	    (S.12) 

Where ESTQUO	VOQW,WZWQ[ is the total space heat demand of the neighbourhood in 
kWh and QSTQUO	VOQW,\	 is the heat demand in the neighbourhood in a certain 
hour i , in kWh.  

S.5.2.2. Domestic hot water heating demand 
The heat demand of a household exists not only of space heating demand but 
includes domestic hot water (at 65˚C) as well. The domestic hot water demand 
is not related to the outside temperature as is the space heating demand. 
Therefore, a domestic hot water demand pattern with peaks for showering 
both in the morning and night was used from [27] (p.27). A 10% noise is 
applied to the daily domestic hot water demand pattern to ensure some 
variability in the demand. 
 

S.5.3. Electricity demand 
 

S.5.3.1. Household electricity demand 
The electricity demand of households is a parameter that depends on the 
scenario used, as it depends on the building type. The yearly electricity 
demand is distributed over the year with 15-minute data from the Dutch 
Institute for Energy Data Exchange (NEDU, Nederlandse Energie Uitwisseling 
Data) [28]. The E1A profile for households was used, which varies both 
seasonally and daily.  
We assume that all houses cook on electricity, which is not common at the 
moment in the Netherlands as 78% of the households uses natural gas for 
cooking [29]. Electric cooking is thus not included in the average electricity use 
profiles and is therefore added to the yearly electricity demand with a separate 
demand pattern, based on a report from a Dutch consulting agency [30]. To 
ensure variability over time, a noise of 10% is applied to the electric cooking 
pattern.   
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Figure 4 Daily pattern for electric cooking, based on [30] 

Charging of electric cars is not included in this profile and is therefore 
discussed in a separate section.  

 
S.5.3.2. Electric car charging  

In this research, a reasonable assumption on a charging pattern for home 
charging was made based on literature [31–33]. Besides, it is assumed that 
smart charging is an option in the near future [34] and therefore the evening 
charging peak is flattened and shifted from the evening to the night time. This 
results in the charging pattern in Figure 5.  
The pattern shown here is only valid when a significant number of cars (>100) 
is charged simultaneously. When a car charges at home, it will charge with a 
capacity of 5.7 kW. However, smart charging of all cars together means that 
there will be a distribution in BEV charging, whereby cars will be charging 
alternately. Furthermore, a charging efficiency of 90.7% is applied [35]. To 
ensure variability over time, a noise of 20% is applied to the charging pattern. 
 

 
 
Figure 5 Charging pattern electric vehicles, based on [31–34]. 
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