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Abstract: Hydraulic fracturing is usually employed to create a complex fracture network to enhance
heat extraction in the development of an enhanced geothermal system. The heat extraction depends
on the heat conduction from the rock matrix to the flowing fractures and the heat convection through
a complex fracture network. Therefore, the geometries of the fracture network have important
influences on the thermal breakthrough. In this paper, a hydro-thermal coupling mathematical model
considering a complex fracture network is established. The embedded discrete fracture model is
adopted to explicitly model the individual fracture on the mass flow and heat transfer. The model
is validated by analytical solutions. Fracture network parameters are changed systematically to
investigate the effects of fracture network distribution including regular and complex shape on
the thermal production performance. The results show that the increase of producing pressure
differential, fracture number, and conductivity will cause an early thermal breakthrough. The
strong variation in fracture conductivity, as well as spacing and orientation, will cause thermal flow
channeling and decrease the efficiency of heat extraction. A modified connectivity field is proposed
to characterize the spatial variation of fracture network connectivity, which can be used to infer the
thermal flow path.

Keywords: enhanced geothermal system; thermal breakthrough; embedded discrete fracture net-
work; numerical simulation; fracture network connectivity

1. Introduction

As one of the renewable and low carbon emission natural resources, geothermal
energy has been attracting global attention [1–5]. The geothermal system can be classified
into the traditional geothermal system and the non-traditional geothermal systems. A
traditional geothermal system refers to a hydro geothermal system in which hot water
or vapor exits and the energy can be produced by circulating hot fluids, where heat
convection is the dominant process. A non-traditional geothermal system refers to an
enhanced geothermal system (EGS) in which the working fluids (water, brine, or CO2) is
injected via injection wells and the energy transfers from hot dry rock (HDR) by the way of
heat conduction due to the absence of hot fluids in dry rocks [6–8]. To enhance the efficiency
of heat exchange, hydraulic fracturing is usually employed to create permeability in the
HDR by injecting high-pressure fluids to activate existing rock fractures and create new
ones [9]. The geothermal energy can be extracted to the surface by fluid circulation through
these complex fracture networks. Therefore, the geometries of the fracturing network have
significant influences on the heat extraction performance. It is important to understand

Energies 2021, 14, 1635. https://doi.org/10.3390/en14061635 https://www.mdpi.com/journal/energies

https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://doi.org/10.3390/en14061635
https://doi.org/10.3390/en14061635
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/en14061635
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en14061635?type=check_update&version=2


Energies 2021, 14, 1635 2 of 18

what fracture geometries and properties are most likely to support successful commercial
geothermal production.

The mathematical description of fracture networks is a prerequisite to analyze the
influences of fracture networks on heat extraction. The regular-shape fractures (e.g., parallel
fractures, orthogonal fracture networks) are often used to represent the actual fracture
networks in the numerical simulation [10,11]. However, the underground fracture network
demonstrates complex geometrical distribution according to the results of microseismic
monitoring [12]. Due to the difficulties of describing the underground fractures using
deterministic methods, Chilès [13], Davy et al. [14], and Darcel et al. [15] employed fractal
theories to characterize the distribution of natural fractures. Kim and Schechter [16]
developed an algorithm for generating fractal discrete fracture networks. Xu and Dowd [17]
employed marked point processes to develop a new computer code for discrete fracture
network modeling. In their studies, fracture geometries and properties are modeled by
their respective probability distributions. Similarly, Boyle and Sams [18] developed an
open-source software FracGen, which can generate arbitrary fracture networks based on the
statistical characteristics of fracture properties. In the analysis of fracture networks, fracture
network connectivity is a critical parameter accounting for the mass flow and heat transfer.
La Pointe [19] employed fractal geometries to describe fracture density and connectivity. It
is concluded that fractal density is fractal and scale-invariant and the number of fractures
is most sensitive to the fractural dimension. Berkowitz [20] employed the concept of the
average number of intersections per fracture to characterize the general fracture network
connectivity in terms of percolation theory. Xu et al. [21] estimated the connectivity of
fracture networks using the Monte Carlo numerical simulation and concluded that the
average number of intersections per fracture is the more suitable parameter for mass
flow characterization. Alghalandis et al. [22] compared different kinds of methods for
describing fracture network connectivity and proposed the connectivity field to further
evaluate the spatial variation of fracture connectivity. Li et al. [23] proposed two parameters
to characterize the connectivity of fracturing networks based on the analysis of tracer flow-
back profiles.

Because of the geometrical complexity of fracture networks, the numerical simulation
of fractured reservoirs is quite challenging. The dual-porosity model [24,25] is firstly
proposed to describe fractured media in which the fractures and matrix are treated as
a separate different continuous system. They are overlapped in the same space and the
mass transfer is described by the steady flow between the fractures and matrix. Pruess
and Narasimhan [26] further extended the dual-porosity model and proposed a multiple
interacting continua (MINC) model in which the matrix blocks are subdivided into strings
of nested cells to better capture the transient flow between fracture and matrix in ultra-tight
formations. The above models are suitable for modeling plenty of connected uniformly
distributed fracture networks and cannot adequately describe heterogeneous fracture
networks, especially for the scenarios that a few large-scale fractures control the flow
process. Therefore, discrete fracture models are proposed to explicitly describe realistic
geometries and properties of individual fractures and their connectivity relationships.
There are mainly three types of discrete fracture models: the discrete fracture network
(DFN), the discrete fracture model (DFM), and the embedded discrete fracture model
(EDFM). In the DFN, fracture segments are determined by the fracture intersections, and
the size of matrix blocks is determined by the adjacent fractures. The mass flow between
matrix blocks and fracture segments is controlled by the pressure difference and the shape
of matrix blocks [27]. The mass conversation is solved at fracture intersections. It is
limited in describing the fluid flow within isolated fractures. As for the DFM, this method
usually treats fractures as lower dimension objects, for example, fractures are considered
as one-dimensional lines in two-dimension space. The unstructured grids are adopted to
discretize the study domain to capture the complex distribution of fracture networks [28].
The DFM can accurately model the transient flow among matrix-matrix, fracture-matrix,
and fracture-fracture. However, high calculation costs will be needed when conducting
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field-scale fracture network simulations. The EDFM usually employs structured grids (e.g.,
rectangle grids) to discretize the matrix to largely reduce the number of grids. Moreover,
the fractures are discretized according to the intersections of fracture-fracture and the
fracture-edge of matrix grids. The mass exchange between fracture and matrix is realized
by the transmissibility index [29]. The EDFM has already been effectively applied in
unconventional reservoirs.

Scholars had made great effects on the heat extraction for fractured dry hot rocks.
Gringarten et al. [30] presented a thermal breakthrough solution for fractured dry hot
rocks in which the fractures are assumed to be parallel vertical and uniformly distributed.
Doe et al. [31] extended the work of Gringarten et al. and discussed thermal breakthrough
curves of variable fracture spacing and aperture. They found that high fracture intensity
delayed the thermal breakthrough because of the lower flow rate per fracture under the
constant total flow rate. Gan and Elsworth [32] coupled discrete fracture network modeling
and optimized the heat production strategies for EGS geothermal reservoirs. They found
that the fracture orientation played an essential important role in influencing the simulation
results. Gong et al. [33] adopted multistage fracturing horizontal wells to exploit EGS
and analyzed the effects of fracture number, length, and conductivity on heat extraction
using the software COMSOL. Asai et al. [34,35] proposed a simplified model (downscaled
model) to evaluate the performance of the entire reservoir in a doublet well system using
the commercial software STARS.

The above studies usually considered complex fracture networks as several parallel
vertical fractures and neglected complex geometries and heterogeneous properties of
fracture networks, especially the spatial variation of fracture connectivity on heat transfer,
are not yet investigated. The modeling of complex discrete fracture networks has been
successfully applied in unconventional reservoirs. However, the numerical simulation
accounting for a densely arbitrary distribution of fracture networks coupling mass flow and
heat transfer has not been well established. In this paper, based on EDFM, a mathematical
model considering the main mechanisms in the mining of EGS and complex fracture
networks is developed and the influences of fracture network properties on heat transfer
are systematically investigated to instruct the development of EGS.

2. Materials and Methods
2.1. Model Assumptions

The purpose of the presented work is to model and analyze the thermal-hydraulic
process of fracture networks in EGS. The following assumptions are made:

(1) Any individual fracture is assumed to be uniform and isotropic within the same
fracture conductivity. The length and conductivity can vary for different fractures.
The rock matrix is assumed to be homogeneous. The embedded discrete fracture
model is employed to model fractured EGS. The mass flow in matrix and fractures
obeys Darcy’s law.

(2) Water is used as circulating fluid and kept as in the state of liquid under reservoir
conditions and the dry hot rock is saturated with single-phase water.

(3) The process of heat convection and conduction is considered and the local thermal
equilibrium is instantaneously reached.

2.2. Governing Equations

The equation of motion for single-phase water in a fracture and matrix system obeys
Darcy’s law as follows:

vα = −Kα

µ
∇pα, (1)

where superscripts α = m, f denote the matrix and fracture quantities, respectively. Kα is
the permeability, m2; ∇pα is the pressure, Pa; µ is the water viscosity, Pa·s; and vα is the
Darcy velocity, m/s.
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The mass conservation for water flow in the EGS is as follows:

∂

∂t
(ρϕα) +∇·(ρvα) = qα, (2)

where ρ is the density of water, Kg/m3; ϕα is the porosity of fracture and matrix, fraction;
qα is the mass flow rate per unit volume, Kg/(m3·s).

Combining Equations (1) and (2) yields to:

∂

∂t
(ρϕα)−∇·

(
ρ

Kα

µ
∇pα

)
= qα. (3)

Considering the heat convection and conduction in the fractures and matrix, the
energy conservation in the EGS is written as follows:

∇·
(

ρH fν
α
)
−∇·(λ∇T) +

∂

∂t

[
ρϕαU f + (1− ϕα)Ur

]
= qα

e , (4)

where U f is the energy density of water per mass, J/Kg; Ur is the energy per volume
of rock, J/m3; H f = U f + p/ρ is the enthalpy, J/Kg; λ is the heat conduction coefficient
of the rock, J/(m·s·◦C); T is the temperature, ◦C; and qα

e is the energy flowrate per unit
mass, J/(m3·s). For the above equations, pressure p and temperature T are treated as
primary variables. The physical quantities no longer depend only on the pressure and the
effects of temperature on the properties of the rock, and the fluid should be included in the
constitutive relationships.

We defined the density and viscosity of the fluid as follows:

ρ(p, T) = ρre f

[
1 + cρ

(
p− pre f

)]
exp

[
−cρ

T

(
T − Tre f

)]
, (5)

µ(p, T) = µre f

[
1 + cµ

(
p− pre f

)]
exp

[
−cµ

T

(
T − Tre f

)]
, (6)

where ρre f , µre f , and Tre f are the density, viscosity, and temperature at the reference condi-
tions, respectively, Kg/m3, Pa·s, ◦C; cρ and cµ are the compressibility for fluid density and
viscosity, respectively, 1/Pa. cρ

T and cµ
T are the temperature expansibility for fluid density

and viscosity, respectively, 1/T.
Based on the thermodynamic relationships, a simple linear relation for fluid and rock

enthalpy is presented as follows:

Ur(p, T) = CrT, (7)

H f (p, T) = CPT +
[(

1− cρ
T ∗ Tre f

)
/ρ
]
∗
(

p− pre f

)
, (8)

U f (p, T) = H f (p, T)− p/ρ(p, T), (9)

where CP and Cr are the water and rock heat capacity, respectively, J/(Kg·◦C).
For the well model, the classic Peaceman model [36] is used to describe the in-

flow/outflow performance, which is written as:

qw =
2π
√

KxKyh
(

pg − pw
)

µ ln(re/rw)
, (10)

re = 0.28

√(
Ky/Kx

)0.5∆x2 +
(
Kx/Ky

)0.5∆y2(
Ky/Kx

)0.25
+
(
Kx/Ky

)0.25 , (11)

where Kx and Ky are the permeability in the x and y directions, m2; re and rw are the
equivalent radius and well radius, respectively, m; h is the formation thickness, m; ∆x and
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∆y are the grid sizes in the x and y directions respectively, m; pg is the grid pressure, Pa;
and pw is the borehole flowing pressure, Pa.

2.3. The Discretization of Mathematical Models

The method of EDFM is employed to model the complex fracture network. The
rectangle grid is used to discretize the matrix rock as background grids. The fractures are
treated as lower objects to be embedded into the matrix grids in the process of discretization
and the effects of fracture aperture on fluid flow are included in the flow calculation. In this
study, the control volume finite difference method is employed to discretize the governing
equations. The transmissibility of neighboring grids is the key parameter to estimate the
mass flow and heat transfer between connecting grids. The general form of transmissibility
is expressed according to the rule of the harmonic average of half transmissibility for
neighboring grids as follows:

Tij = 1/

(
1
Ti

+
1
Tj

)
, (12)

where Ti = ki Ai
di

→
ni·
→
fi is the half transmissibility of cell i; Ai is the area of the interface

between cell i and cell j, m2; di is the distance between the centroid of the interface and the

centroid of cell i, m;
→
ni is the unit normal to the interface inside cell i;

→
fi is the unit vector

along the direction of the line joining cell i to the centroid of the interface.
After the space discretization of the study domain, four types of transmissibility

should be considered according to the connection scenarios of different grids includ-
ing matrix-matrix transmissibility (Tmm

ij ), fracture-fracture transmissibility (T f f
ij ), matrix-

fracture transmissibility (T f m
ij ), and the fracture intersection transmissibility (T f raci

ij ). The

calculation of Tmm
ij and T f f

ij is similar to the conventional method following Equation (12)

using the corresponding grid properties. In the EDFM framework, the T f m
ij can be realized

by assuming that the pressure around a fracture is linearly distributed and the average
normal distance for a fracture [29] is:

d =

∫
xdS
S

, (13)

where x is the normal distance from the fracture, dS is the areal element, and S is the area
of the grid block. Hence, the final expression of T f m

ij is as follows:

T f m
ij =

Tm·T f

Tm + T f , (14)

Tα = Kα A/d, (15)

where superscripts α = m, f denote the matrix and fracture quantities, respectively. When
multiple fractures intersect with each other, the transmissibility at the fracture intersection
T f raci

ij with N number of fractures can be calculated based on the star-delta transformation
according to the principle of analogy between flow through porous media and conductance
through a network of resistors [28].

T f raci
ij =

Tf i · Tf j

ΣN
n=1T f n

. (16)

In the energy conservation equation, the heat conduction terms are similar to the flow
terms in the mass conservation equation, and the heat transmissibility Thij for different grid
connections can be obtained simply instead of rock permeability K by the heat conduction
coefficient λ.
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Finally, the discretized form of the governing equations for mass flow and heat transfer
in the matrix system is presented as follows.

∑
[

Tij

(
ρ

µ

)n+1

i

(
pn+1

i − pn+1
j

)]
+ qm f + q =

1
∆tn ·

[(
ρVp

)n+1 −
(
ρVp

)n
]
, (17)

∑
[

Thij

(
Tn+1

i − Tn+1
j

)]
+ ∑

[
Tij

(
ρ
µ H f

)n+1

i

(
pn+1

i − pn+1
j

)]
+ qem f + qe =

1
∆tn ·

{(
ρVpU f

)n+1
+
[(

Vb −Vp
)
Ur
]n+1 −

(
ρVpU f

)n
−
[(

Vb −Vp
)
Ur
]n
}

, (18)

where n is the time step, Vp is the pore volume, and Vb is the volume of the grid block.
qm f and qem f refer to the mass and heat exchange between the fracture and matrix system,
respectively. The transmissibility of Equation (14) is employed to calculate the mass and
heat exchange between the fractures and embedded matrix using the non-neighboring
grid connection. The discretized form in the fracture system can be obtained following the
same form easily by substituting the fracture properties. Therefore, it will not be discussed
further.

2.4. Solution to Mathematical Models

The above discretized mathematical models can be written in the form F
(

xn+1; xn) =
0. The Newton–Raphson method is used to solve the nonlinear system. Initially, an initial
solution x0 is guessed and the Taylor expansion is employed to linearize the nonlinear
system, and finally, the iterative scheme is given as follows:

∂F(xn)

∂xi ∆xn+1 = −F(xn), (19)

xn+1 = xn + ∆xn+1. (20)

Here, J = ∂F/∂x is defined as the Jacobian matrix. Typically, analytical derivation and cod-
ing of the Jacobian matrix are very time-consuming and prone to human errors. Therefore,
the automatic differentiation is used to construct the Jacobian matrix and solve the models
using the open-source software MRST [37,38].

3. The Verification of the Mathematical Solution

A single fracture model is designed to compare the calculated temperature decline
profiles with the analytical solution of Gringarten et al. [30]. The validation model consists
of 1000 × 1000 m2 in the x and y directions and the height of fracture is assumed to be
1000 m fully penetrating the formation. The 500 m spacing is sufficient to prevent the
thermal front from reaching the boundary. The initial temperature of the rock is assumed
to be 300 ◦C and cool water with a temperature of 65 ◦C is injected into the rock at a rate of
0.145 m3/s. The other properties are listed in Table 1.

Table 1. The properties of rock and water used in the model verification.

Parameters Value

Rock density 2.65 g/cm3

Water density 1.0 g/cm3

Rock thermal conductivity 2.595 × 10−2 J/(m·s·◦C)
Rock specific heat capacity 1.05 J/(g·◦C)
Water specific heat capacity 4.186 J/(g·◦C)

Fracture porosity 1, decimal
Rock porosity 0, decimal

The calculated results compared with the analytical solution are shown in Figure 1.
As shown in Figure 1, the calculated results match the analytical solution well, and the



Energies 2021, 14, 1635 7 of 18

error curve is calculated as (calculated value-analytical value)/analytical value × 100,
which indicates that the solutions from our work are reasonably accurate.

Figure 1. Comparison between the calculated and Gringarten’s analytical solution.

4. The Effects of Fracture Networks on the Heat Extraction Performance

In this section, a model of 500× 200 m2 is established to study the effects of fractures on
heat extraction performance starting from regular distribution to complex fracture networks.
In the model, two horizontal wells are set up at the opposite ends of the model for heat
injection and production at the constant borehole pressure. Figures 2 and 3 demonstrate
the evolution of pressure and temperature for three evenly distributed fractures with
the same fracture aperture. With the time proceeding, the cold water at first enters the
fractures under the high injection pressure and the pressure within fractures is lower than
that in the matrix. The pressure front spreads from the injection well to the production
well. The temperature propagation shows fracture channeling. The thermal energy in the
matrix conducts the cold water and flows along with fractures to the production well. The
temperature of the rock is decreasing gradually to the temperature of injecting water at a
later stage of production.

Figure 4 shows the temperature breakthrough curves at different producing pressure
differentials. It indicates that the bigger pressure differential promotes the earlier tem-
perature breakthrough. The temperature drops from the initial rock temperature to the
temperature of the cold water.
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Figure 2. The pressure distribution marked by color (pictures on the left side) and contour (pictures on the right side) at
different times (T3 > T2 > T1). Compared with (a–c), water flows preferentially in fractures and a high-pressure drawdown
occurs in fractures at first. The contour is curved. With the time advancing, the pressure in matrix starts to drop and the
contour becomes more parallel in the later time.

To clearly show the effect of producing pressure differentials on thermal breakthrough,
a single fracture model is established as shown in Figure 5. For the high-producing pressure
differential, the thermal front in the fracture moves at a higher rate in the fracture than
in the matrix. As the producing pressure differential becomes less, the thermal front in
the matrix can keep up with that of the fracture. The higher-pressure differential leads to
sharper thermal decline as shown in Figure 4.
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Figure 3. The temperature distribution marked by color (pictures on the left side) and contour (pictures on the right side)
at different times (T3 > T2 > T1). Compared with (a–c), the temperature falls off firstly in the fractures and the temperature
difference between fractures and matrix becomes less with the time advancing. Finally, the temperature in matrix approaches
the injection temperature.

Figure 4. Effect of producing pressure differential on thermal breakthrough.
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Figure 5. Thermal front comparison between high and low producing pressure differential. Com-
pared with (a,b), the high producing pressure differential makes the thermal front spread quicker
than that in the matrix.

As shown in Figure 6, under the same producing pressure differential, the increase in
the number of fractures leads to a sharp thermal decline. That is because more fractures
enhance the permeability of the rock matrix and high flow rate, which leads to an earlier
breakthrough and less time for energy exchange between injected water and hot matrix.
However, the difference in thermal breakthrough curves becomes less obvious with the
increase in the fracture number. A high fracture intensity leads to thermal interference
between the fractures. As indicated in Figure 7, the thermal front in the matrix is arriving
almost at the same time as in the fractures for 7 fractures; the sharp decline in the thermal
breakthrough curves reflects a high degree of thermal interference between fractures.
Therefore, an increase in the fracture intensity has little influence on the thermal extraction.

Figure 6. Effect of fracture number on thermal breakthrough.
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Figure 7. Thermal front for different fracture numbers. Compared with (a–c), the thermal front in the
matrix and fractures is arriving almost at the same time when the number of fractures increase.

The above cases are for homogeneous, constant spacing fractures with the same prop-
erties. Figures 8 and 9 show the effects of variable fracture aperture and spacing on thermal
breakthrough. The fracture conductivity and spacing are changed individually while
keeping other parameters the same as the base model. The ratio of fracture conductivity is
set to 1:2:3 counting from the upside of the model. The ratio of fracturing spacing separated
by three fractures is 1:2:3:4 counting from the upside of the model. As shown in Figure 8,
the heterogeneous distribution of fracture properties causes earlier and sharper thermal
decline compared to fracture distribution with uniform spacing and conductivity. High
fracture conductivity and intensity make the thermal front move quicker than the rest part,
resulting in an earlier thermal breakthrough, as shown in Figure 9.

Figures 10 and 11 show the effect of fracture direction on thermal breakthrough. It
is obvious that an increase in the angle between flow direction and fracture orientation
delays the thermal breakthrough and the fall-off of curves becomes less sharp.
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Figure 8. Thermal breakthrough for variable fracture conductivity and spacing.

Figure 9. Temperature distribution for variable fracture conductivity and spacing. For the (a), the
thermal front spreads firstly in the high-condcutivity fracture. For the (b), the small fracture spacing
leads to early thermal breakthrough.

Figures 12 and 13 show the temperature distribution in complex fracture networks.
The complex fracture networks are generated by an open-source software FracGen [18]. In
this software, the fracture attributes of fracture networks (fracture center points, length,
orientation, and aperture) are described by the corresponding probability density function.
The connectivity of the fracture networks is controlled using an optimal algorithm. The
fracture network in case (a) is generated using a uniform distribution of fracture center
points and arbitrary fracture orientation. Fracture length follows an exponential distribu-
tion with the same fracture aperture. The fracture orientation in case (b) is set up at 45◦
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from the north with the same fracture conductivity in case (a). Case (c) is generated using
the same input parameters but with variable fracture conductivity. The fracture network
in case (d) is as same as in case (c) with 10 times the original fracture conductivity in case
(c). Figure 12 shows the thermal breakthrough curves for the different complex networks.
There is not a very clear relationship between fracture networks and thermal production.
The fracture network connectivity controls the flow characterization as mentioned in the
introduction. Following the method of Alghalandis et al. [22], the connectivity field can be
calculated according to the fracture network intersection.

Figure 10. Effect of fracture orientation on thermal breakthrough.

Figure 11. Temperature distribution for different fracture orientations (theta1 < theta2). Conpared
with (a,b), an increase in the angle between flow direction and fracture orientation delays the thermal
breakthrough.
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Figure 12. Thermal breakthrough curves for different fracture networks.

As illustrated in Figure 13, for the uniformly distributed fracture network in case (a),
the thermal front moves mostly equally and the connectivity field in the whole region
seems homogenous. In case (b), the fracture orientation controls the flow characteristics,
which follows the distribution of the connectivity field. In case (c), the variation of fracture
conductivity leads to thermal channeling on the bottom part. The connectivity field also
confirms the temperature field. Compared with the average value of the connectivity field
from case (a) to case (c), the high value results in an early breakthrough in the thermal front
as shown in Figure 12. However, in case (d), the fracture conductivity is enhanced 10 times,
and due to the strong heterogeneity in fracture properties, the thermal flow path is very
different from the case (c), although they have the same fracture networks. Compared with
Figure 13f,g, The method proposed by Alghalandis is not suitable because the quantities
associated with flow properties are not considered.

During the flow process, high fracture conductivity determines the flow path, and
the flow rate is inversely proportional to the distance of injection well or production well.
Furthermore, the flow is easier when away from the no-flow boundary. Therefore, based
on the calculation of the connectivity field, a modified connectivity field correlation is
proposed as follows:

CF =

{
η

m
∑

i=1

n
∑

j=1
1(pv(ij)↔ qv(ab)); a, b ∈ G

}
·L(pv(ij)→ no f low boundary)loge{L(pv(ij)→ constant pressure boundary)} , (21)

where η is a normalization factor; pv ↔ qv refers to that two supports (with size ν posi-
tioned at points p and q) are connected via fractures. One is the indicator for connected
fractures. L(pv(ij)→ no f low boundary) refers to the distance between grid center and
no-flow boundary. loge{L(pv(ij)→ constant pressure boundary)} refers to the natural log-
arithm of the distance between the grid center and constant pressure boundary.

The connectivity field is re-calculated as shown in Figure 13h, which shows that the
shape of the connectivity contour matches well with the thermal flow path. The modified
connectivity field can better describe the flow characteristic for complex fracture networks.
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Figure 13. Temperature distribution and connectivity field for complex fracture networks. (a,c,e,g) is the temperature
distribution. (b,d,f,h) is the fracture-network connectivity filed. (a,b) are for uniform fracture networks with the same
fracture conductivity. (c,d) are for fracture networks with the same fracture conductivity and 45◦ orientation from the north.
(e,g) have the same fracture networks, however, the fracture conductivity in (g) is 10 times than that in (d).

5. Discussion

The influences of pressure differential on the thermal breakthrough are discussed.
Indeed, the variation of pressure differential changes the flow rate. Therefore, for the
scenarios of constant injecting or producing rate, it can be inferred that the high fracture
intensity will delay the thermal breakthrough because of a lower rate for each fracture. The
variation of fracture conductivity has great effects on the temperature distribution and form
thermal channeling to cause earlier time thermal breakthrough. As shown in Figure 13e,
the variable fracture conductivity causes the thermal flow preferentially at the bottom part,
and the connectivity field calculated by the method of Alghalandis et al. [22] has a high
value at the bottom, which indicates more probability for thermal flow. However, when the
fracture conductivity is enhanced 10 times at the basis of Figure 13e, the temperature field
becomes very different, and an obvious cold temperature belt is across the study domain.
The method proposed by Alghalandis et al. [22] only relies on the intersection information
of fractures, not considering the flow properties of fractures. As shown in Figure 13h,
the new connectivity field calculated by Equation (21) shows a high-value belt analogy to
the temperature field. Therefore, the proposed method for connectivity field calculation
including the fracture conductivity can infer the preferential thermal breakthrough path
without mass thermal flow simulation. The above cases are based on the same conductivity
with a single fracture. For the variable-conductivity fracture, it can be treated roughly as a
series of short, connected fractures with the same conductivity. The proposed method can
be also applied. It is useful in the optimization of drilling locations. The places with high
values of modified connectivity field can be potentially suitable for well location, which
provide the initial solution for optimal calculation of production performance.

6. Conclusions

A hydro-thermal coupling mathematical model is developed and validated consid-
ering complex fracture networks based on the EDFM method for EGS, and the effects
of complex fracture from regular to complex geometries on the thermal breakthrough
are investigated and a new method is proposed to calculate the connectivity field of frac-
ture networks considering the effect of fracture conductivity on heat flow. The following
conclusions are drawn:

(1) The increase in the producing pressure differential speeds up the thermal break-
through by having a high flow rate. High fracture numbers will enhance mass flow and
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cause an early thermal breakthrough in the constant borehole pressure production. The
increase in fracture number leads to thermal interference and little change in thermal
extraction.

(2) The fracture network connectivity plays a key role in the mass flow and heat
transfer, which controls the shape of thermal breakthrough curves. A modified connectivity
field is proposed to better describe the flow path in complex fracture networks.

(3) The strong variation in fracture conductivity, as well as spacing and orientation,
will cause thermal flow channeling and decrease the efficiency of heat extraction. Fracture
networks with uniform conductivity will be better for heat extraction.
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