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Abstract

:

In the context of the European Green Deal, the manufacturing industry faces environmental challenges due to its high demand for electrical energy. Thus, measures for improving the energy efficiency or flexibility are applied to address this problem in the manufacturing industry. In order to quantify energy efficiency or flexibility potentials, it is often necessary to predict or forecast the energy consumption. This paper presents a systematic review of state-of-the-art of existing approaches to predict or forecast the energy consumption in the manufacturing industry. Seventy-two articles are classified according to the defined categories System Boundary, Modelling Technique, Modelling Focus, Modelling Horizon, Modelling Perspective, Modelling Purpose and Model Output. Based on the reviewed articles future research activities are derived.
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1. Introduction


In the European Green Deal [1], the European Commission has set the goal of making Europe climate-neutral by 2050. To achieve this objective, a severe reduction in greenhouse gas emissions is necessary. Energy use has an essential part in achieving this goal, as almost three-quarters of the global emissions (measured in Carbon Dioxide Equivalents (CO2-eq) ) were caused by energy use in 2016. The industry sector accounts for about 30% of emissions, with 24.2% attributable to energy use, making it the top emission source [2]. Focusing on energy consumption, the industrial sector is the largest electricity consumer worldwide, accounting for 42% in 2018 [3]. The manufacturing sector is a subset of the industrial sector, which converts raw materials into products utilising energy while simultaneously generating waste and emissions. This sector accounts for 77% of the global end-use of energy of the industrial sector in 2018 [3]. These high levels of consumed energy during manufacturing are a great opportunity to reduce the Carbon Dioxide Equivalents (CO2-eq) emissions, while also leading to an economic motivation for companies to increasing their energy efficiency [4].



Additionally, the utilisation of renewable energy sources are increasing. In 2019 renewable electricity generation rose 6% to a total of almost 27% share of renewable energies in global electricity generation [5]. Renewable energy sources are characterised through a volatile power generation. This volatility, and thus reduced predictability compared to conventional power generation, leads to new opportunities for savings through electricity procurement or demand response applications in the industry [6].



Thus, manifold measures to improve the energy efficiency and flexibility on different levels within a factory have gained in importance and are still increasing in the manufacturing industry. Those measures can be supported by an accurate energy prediction or forecasting model (A distinction between predicting and forecasting is made in Section 4.4) of the respective system under consideration.



On that account, a systematic literature research and classification on predicting and forecasting the energy consumption in the manufacturing industry was conducted. In the following, the related work is summarised, the methodology for the systematic literature review is presented, a classification scheme is developed and finally an analysis of the examined articles according to the developed classification scheme is performed. Eventually, a conclusion is drawn and future research fields are derived.




2. Related Work


For over 25 years models for predicting the electrical energy consumption in the manufacturing industry have been a subject of research interest. However, it is due to the increasing importance of sustainability, resource and energy efficiency that the field has gained in relevant within the last decade.



There are not only different system levels for which an energy model is created, but also different areas of application, purposes and objectives. All these factors influence the model to be developed. An overview of the different dimensions that impact the development of an energy model is only partially covered in studies so far.



Zhao et al. classify different approaches in the field of energy modelling in machining processes in the three areas cutting energy, machining process energy, and machining system energy. The category cutting energy is distinguished in the dimensions net cutting specific energy, spindle specific energy, and machine tool energy consumption during cutting. Different process stages and machine tool components are considered in the machining process energy category. In the area of machining system energy different approaches to model the energy flow at machining system level are presented. In some areas, different modelling methods are discussed in more detail. Where possible, the authors have provided the basic formulas for calculating the energy consumption of the various studies [7].



Reinhardt et al. understand the energy consumption prediction as a modelling problem and therefore derive their classification scheme from the model development input-processing-output cycle. The distinguished categories are system (consisting of the dimensions factory, multiple machines, single machine, and machine part), input (consisting of the dimensions energy, environment, process, and product) and processing (consisting of the dimensions artificial neural network, fuzzy logic, empirical expression, simulation, and theoretical expression) [8].



In this study a morphology for classifying different approaches in the field of energy prediction and forecasting is developed based on identified influencing factors. Selected articles, which are based on a systematic literature search, are then classified according to the developed scheme.




3. Methodology for Systematic Literature Review


A multi-step approach to identify articles of high scientific value was conducted as summarised in Figure 1 based on the procedures of Glock and Hochrein [9] and Reynolds et al. [10]. The process consists of eight steps. First, the search strategy was determined by conceptualising the topic. The result was a list of keywords on the subject, on which the search string is based on. Next, the data bases to be searched and the respective publication titles listed in Table 1 were selected. The meta data (title, keywords, abstract) were searched in regards to combinations of the keywords in the search string. 969 articles meet the search criteria. To identify the articles of relevance, first the title and subsequently the abstract was screened. For the resulting selection, a thorough full text analysis was performed. Additionally, the references of the analysed articles were screened to identify further articles of relevance. These articles were added to the abstract screening point in the review process. Finally, the essential characteristics in regards to the developed classification scheme were recorded and summarised for the selected articles. 72 articles were identified as relevant in this process.




4. Classification Scheme


Work in the field of energy modelling in the manufacturing industry can be classified into the categories and dimensions listed in Figure 2 based on the influencing factors of an energy model on an abstract level.



4.1. System Boundary


In the context of industrial energy prediction or forecasting six dimensions can be distinguished regarding the system boundary [11].



	
Factory: An energy model for factory-level demand is being developed.



	
Manufacturing cell: An energy model is developed for a manufacturing cell containing several production machines.



	
Machine: A machine-level energy model is developed.



	
Component: An energy model of individual components of a production machine is developed.



	
Process: An energy model for a specific process is developed.



	
Product: An energy model is developed for the energy embedded in a product.







4.2. Modelling Technique


Generally, energy prediction or forecasting can be conducted with model-driven or data-driven approaches. Model-driven approaches include analytical, physical, simulation and empirical models, whereas Artificial Intelligence (AI) approaches are data-driven approaches.



	
Analytical modelling: Theoretical analysis of the research question is conducted. In terms of energy models, the analytical procedure refers to the decomposition of the energy consumption. Different functions and areas are defined, which are usually represented by an average energy demand.



	
Physical modelling: Fundamental physical relationships are described by mathematical equations.



	
Simulation approaches: Physical models are solved numerically with simulation tools.



	
Empirical modelling: Empirical research is performed via the systematic evaluation of experiences. Empirical models often use statistical methods, which require an explicit mathematical representation for the problem under consideration.



	
Artificial Intelligence (AI) approaches: Many different approaches are summarised under the term Artificial Intelligence (AI). In general the term Artificial Intelligence (AI) encompasses three related concepts, which are illustrated in Figure 3. The broadest concept Artificial Intelligence (AI) encompasses the two sub-fields Machine Learning (ML) and Deep Learning (DL), while Deep Learning (DL) is again a sub-field of Machine Learning (ML). Artificial Intelligence (AI) is the study of “intelligent agents”, which refers to any device that perceives its environment and, acting on that basis, carries out actions that maximise the chances of success for a given objective. Machine Learning (ML) is a collection of data-driven algorithms that can learn form data without being explicitly programmed. Deep Learning (DL) refers to the study of Artifical Neural Networks and related machine learning algorithms that contain more than one hidden layer, also known as deep neural networks [12].







4.3. Modelling Focus


Two categories can be distinguished, on which the studies in the field of energy modelling are focused.



	
Energy efficiency: The “relationship between the results achieved and the resources used, where resources are limited to energy” [14]



	
Energy flexibility: The “ability of a production system to adapt quickly and in a process-efficient way to changes in the energy market” [15]







4.4. Modelling Horizon


Two temporal dimensions can be distinguished regarding the modelling horizon.



	
Prediction: Is the process to predict an unknown value from known inputs. In the case of energy modelling, this means that the available observations at time t of a time series are used to predict the output (energy or load) at time t.



	
Forecasting: Is a procedure for making statements about the future. For energy modelling, this means that future values t + x of a time series are estimated based on current and/or past information at time t [16].







4.5. Modelling Perspective


There are different phases in the Factory Life Cycle (FLC) and Product Life Cycle (PLC) [11] in which an energy model is useful.



	
Engineering (within the Factory Life Cycle (FLC)): Energy models are applied to plan the electrical energy grid of a new factory.



	
Process Planning (within the Factory Life Cycle (FLC)): Designing and optimising manufacturing processes in regards to energy consumption is the objective to use energy models in this phase.



	
Construction (within the Product Life Cycle (PLC)): Energy models are used to design products that are energy efficient in their production.



	
Operation (within the Factory Life Cycle (FLC) and Product Life Cycle (PLC)): The operation phase is where the actual production takes place. Energy models are deployed to optimise the operation in regards to one of the two above mentioned focuses (Energy Efficiency or Flexibility). The optimisation of the operation phase can be distinguished in the operation on factory, machine and process level.







4.6. Modelling Purpose


Several reasons can be distinguished for developing an energy model.



	
Design of Factory: The objective is to design the electrical grid of a new factory.



	
Optimisation of operation: The operation phase is optimised with respect to different objectives.



	
Design of Equipment: The objective is to configure production machines in an energy efficient way.



	
Design of Process: Energy models are utilised to design energy efficient production processes.



	
Optimisation of Process: The process is optimised in regards to the the most energy efficient process parameters.



	
Control of Process: The objective is to control the process in regards to predictive maintenance (tool wear), anomaly detection or energy consumption allowance.



	
Ecological Validation: Energy models are used for a life cycle assessment.







4.7. Model Output


Two main dimensions can be distinguished regarding the output of the energy model.



	
Load: In technical usage, load is the power taken up by a plant or machine, where the power is the quotient of the work performed in a period of time and the period of time [17].



	
Energy consumption or Specific Energy (SEC): “Energy consumption is the quantity of particular forms of energy consumed in order to cover energy demand under real conditions” [17] (p. 14). For the Specific Energy (SEC) the energy consumption is related to a suitable functional unit, where the functional unit may be cm3 or kg for instance [17].








5. Analysis and Synthesis


Table 2 and Table 3 provide an overview of the 72 examined articles according to the developed classification scheme. Please note that many of the articles can be assigned to more than one dimension within a category. Therefore, more than 72 articles are listed in the total column for the individual categories. Additionally, an evaluation of the time dependencies for the different categories was conducted. Figure 4 displays the total number of articles over time from 2009, as approx. 95% of the articles are in the time span from 2009. The total number of articles fluctuates around the value of five articles per year with a maximum value of 13 in 2011. Since 2017, the number of articles per year has been steadily increasing, with nine articles in 2019. For 2020, three articles have already been recorded by the time the literature search was conducted in April. The results for the different categories are displayed in the Figure 5, Figure 6, Figure 7, Figure 8 and Figure 9 and are discussed in the following.



The dimension System Boundary, Modelling Technique, Focus, and Horizon (Time) are displayed in Table 2. With 50 articles in total, Machines predominate the considered System Boundary (see Figure 5). Fewer than ten articles are found in each of the remaining dimensions of the System Boundary. From the analysed articles only four develop hierarchical models (Hierarchical models decompose complex problems into simpler parts or primitives. For example 3d objects can naturally be decomposed into object parts, these parts into geometric primitives [18]. In regards to the industrial application of energy models, factories can be decomposed into manufacturing cells, which in turn into production machines, which can be be decomposed into components. A hierarchical model of a manufacturing cell for example could consists of several models of production machines.), where one model constitutes as a part of the other. In the analysed literature hierarchical models are either used at machine level, where models at component level are incorporated into the machine model or at manufacturing cell or factory level, where individual machine models are incorporated into the higher level.



Regarding the Modelling Technique, there is a more even distribution of the used methods within the examined literature. However, Analytical and Empirical models are being used most frequently with 19 and 22 articles in total. Analytical models are primarily used at Machine level. Here, the energy demand of the different operating modes—off, standby, ready for processing, and processing—and different processing steps such as handling, tool exchange or welding are usually analysed. For each operating mode and processing step an average energy consumption is calculated. The energy consumption is then predicting by combining the average consumption for the respective operating mode and process step in the form of a step function. Therefore, these models are highly simplified. The application of Analytical approaches is almost constant over time with around two articles per year (see Figure 6).



Physics-based models are mainly developed for predicting the energy consumption at Machine level. Nonetheless, Physical models are also applied at the Process or Component level. However, Physical models are often difficult to implement, because they are not lean and require a large number of parameters that are difficult to obtain. Furthermore, the incorporation of the stochastic nature of a manufacturing process is challenging [19,20,21] and, in addition, highly complex processes such as machining processes do not permit purely Physical modelling [21]. The development of Physical models is consistently low at between zero and two articles per year (see Figure 6).



Empirical models use experimental data and often utilise statistical methods to fit the parameters of a previously defined functional form to the problem under consideration. Empirical models are applied in all defined system boundaries. The most common statistical technique in the analysed literature to develop energy models is the Multiple Linear Regression. Empirical models prove to be very applicable and accurate in certain cases. However, formulating the right model, which requires a deep understanding of the phenomenon in question and the need for heavy experimentation are limitation factors [21,22]. Empirical models were used very frequently between 2011 and 2016 with up to six articles per year. Since 2017, the use of Empirical models has decreased sharply with a value of zero as of 2019 (see Figure 6).



As a result of the advances in machine automation and sensing, which start to overcome these limitations by allowing continuous measurements, data-driven models are gaining importance. Several energy models based on Artificial Intelligence (AI) methods have been developed recently, as they provide insights to problems that could not be addressed with a purely theoretical analysis based on physical principals [23]. Artificial Intelligence (AI) modelling techniques do not require to model the underlying physical system explicitly, as they map the input upon the output [24]. The most common Artificial Intelligence (AI) technique is the Artifical Neural Network (ANN) with 13 articles in total. Further modelling techniques are Support Vector Regression, Gaussian Process Regression, and Random Forest. When using Artifical Neural Network (ANN), ten articles used a simple Multilayer Perceptron. Only one articles applied a modelling technique from the filed of Deep Learning (DL) with the development of a Convolutional Neural Network [25]. Three of the analysed articles compared several Artificial Intelligence (AI) techniques [25,26,27]. Considering the time trend, Artificial Intelligence (AI) methods show a strong increase since the year 2019 with a maximum value of seven. The three articles recorded for the year 2020 are all assigned to the Artificial Intelligence (AI) modelling technique (see Figure 6).



In regards to the Focus of the studies, the field of Energy Efficiency predominates Energy Flexibility. Only three articles can be assigned to the field of Energy Flexibility. Additionally, only those three articles address the field of Forecasting in the category Horizon. The other articles are part of the field Prediction. As can be seen in Figure 7, the fields of Energy Flexibility and Forecasting are rather young research areas with zero articles before the year 2019.



Table 3 displays the categories Perspective, Modelling Purpose and Output. In regards to the Perspective, the majority of the analysed approaches focus on the Process Planning or Construction phase (see Figure 8) with 57 and 20 articles in total, of which 12 articles address both perspectives simultaneously. A predictive model within the framework of the Engineering phase in the Factory Life Cycle (FLC) has only been developed in one study. Models for usage in the Operational phase have been developed by 10 studies.



With 40 articles in total the Optimisation of Processes predominates as a Modelling Purpose followed by the Design of Processes with a total of 15 articles (see Figure 9). None of these studies addresses both purposes simultaneously. Of the eight studies dealing with the Control of the Process, only three focus on it. The rest of the studies additionally address the Optimisation of the Process purpose. Furthermore, the use of models to Design Equipment seems to be a co-product in most of the approaches, as only two articles focus on this perspective. Only two of the analysed articles deal with the Design of the Factory purpose, where one addresses the Engineering phase of the Factory Life Cycle (FLC) and the other develops the model for application in Process Planning and Design phase. Of the 19 articles that undertake Ecological Validation, only 5 studies develop an energy model solely for this purpose. For the remaining studies, this is an additional purpose.



Regarding the Output of the model, 19 studies analyse the Power and thus the power curve. From the ten articles, which address the Optimisation of Operation phase, six consider the power consumption of the respective system as the Output of the model. The remaining articles develop models with the Energy or Specific Energy (SEC) as the Output with 42 and 11 articles in total.




6. Conclusions


In this study, a literature review on predicting and forecasting the energy consumption in the manufacturing industry is provided. The approaches are classified in seven categories with sub-dimensions, which in turn all influence the model to be developed. It can be stated that the System Boundary Machine with the Perspective Process Planing and the Purpose to Optimise the Process predominate in the examined articles. Furthermore, it can be concluded that the relevance of experiments and data increases in this field of research as Empirical studies are the Modelling Technique most likely used with a strong increase in Artificial Intelligence (AI) approaches since 2019.



In terms of the Modelling Technique, the usage of Artificial Intelligence (AI) is a rather young but promising field of research, with Artifical Neural Network (ANN) being the most used technique. A Modelling Technique from the Artificial Intelligence (AI) sub-field Deep Learning (DL) was only used by one of the examined studies [25]. However, this modelling technique seems to be promising, especially in the field of Forecasting, as Deep Learning (DL) techniques show great results for related forecasting tasks such as renewable energies forecasting [95], energy demand forecasting from the supplier perspective [96,97], and building thermal load forecasting [98]. Nevertheless, the research area of industrial Energy Forecasting, which is needed for the Focus of Energy Flexibility, is an even younger research area. From the analysed articles only three considered the temporal Horizon Forecasting. However, against the background of the increasing share of renewable energies in the power grid, it is gaining in importance.



Concluding, a qualitative comparison between the different approaches is not practicable, as different System Boundaries and different Horizons are considered with different modelling intentions. Additionally, the modelling accuracy is expressed with different metrics, such as Mean Relative Error, Coefficient of Determination or Root Mean Squared Error.



For future research, a follow-up literature search could include other databases or include other categories, such as the type of data used. In the first case, an automation of the search process would be beneficial, due to the vast amount of search results without journal restriction. Furthermore, a more profound analysis of the Artificial Intelligence (AI) based articles could be carried out. Additionally, future research could define guidelines on which Modelling Techniques are suitable for which Purposes, Perspectives and Focus for each System Boundary, as the development effort of the different modelling techniques can differ significantly. Therefore, the results and implementation efforts of the different Modelling Techniques need to be compared with a standardised procedure.
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Figure 1. Methodology for systematic literature search. 
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Figure 2. Dimensions for classifying work in the field of energy modelling. 






Figure 2. Dimensions for classifying work in the field of energy modelling.



[image: Energies 14 00968 g002]







[image: Energies 14 00968 g003 550] 





Figure 3. The relationship between Artificial Intelligence, Machine Learning, and Deep Learning [13]. 
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Figure 4. Total number of articles over time. 
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Figure 5. Number of articles over time for the category System Boundary. 
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Figure 6. Number of articles over time for the category Modelling Technique. 






Figure 6. Number of articles over time for the category Modelling Technique.



[image: Energies 14 00968 g006]







[image: Energies 14 00968 g007 550] 





Figure 7. Number of articles over time for the categories Focus and Horizon. 






Figure 7. Number of articles over time for the categories Focus and Horizon.



[image: Energies 14 00968 g007]







[image: Energies 14 00968 g008 550] 





Figure 8. Number of articles over time for the category Perspective. 
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Figure 9. Number of articles over time for the category Purpose of Modelling. 
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Table 1. Searched data bases with respective publication titles.
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	Data Base
	Publication Titles





	Science Direct
	Procedia CIRP



	
	Applied Energy



	
	Energy



	
	International Journal of Machine Tools and Manufacture



	
	International Journal of Mechanical Science



	IEEE Xplore
	IEEE Access



	
	IEEE Transactions on Sustainable Energy



	
	IEEE Transactions on Industry Applications



	
	IET Renewable Power Generation



	
	IEEE Transactions on Components, Packaging and Manufacturing Technology



	
	IEEE Transactions on Industrial Informatics



	OCLC Worldcat
	No journal restriction possible
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Table 2. Classification for Dimensions Modelling Technique, System Boundary, Focus, and Horizon (Time).
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Dimension

	
System Boundary

	
Technique

	
Focus

	
Time




	
Approach from

	

	
Product

	
Process

	
Component

	
Machine

	
Manufacturing Cells

	
Factory

	
Analytical

	
Physical Modelling

	
Simulation

	
Empirical

	
Artificial Intelligence

	
Energy Efficiency

	
Energy Flexibility

	
Prediction

	
Forecast






	
Number of Articles

	
4

	
5

	
6

	
50

	
8

	
4

	
19

	
9

	
9

	
22

	
15

	
69

	
3

	
69

	
3




	
Abele et al. [28]

	

	

	

	
•

	

	

	

	

	
•

	

	

	
•

	

	
•

	




	
Abeykoon et al. [29]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Aramcharoen and Mativenga [30]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Avram and Xirouchakis [31]

	

	

	

	
•

	

	

	

	

	
•

	

	

	
•

	

	
•

	




	
Balogun and Mativenga [32]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Bhinge et al. [19]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Bi and Wang [33]

	

	

	

	
•

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Bi and Wang [34]

	

	

	

	
•

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Bornschlegl et al. [35]

	

	

	

	

	
•

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Braun and Heisel [36]

	

	

	

	
•

	

	

	

	

	
•

	

	

	
•

	

	
•

	




	
Budinoff et al. [37]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Diaz et al. [38]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Diaz et al. [39]

	

	

	
•

	

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Dietmair and Verl [20]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Dietmair and Verl [40]

	

	

	

	
•

	
•

	
•

	
•

	

	

	

	

	
•

	

	
•

	




	
Dietrich et al. [41]

	

	

	

	
•

	

	

	

	

	

	

	
•

	

	
•

	

	
•




	
Doreth [26]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Doreth et al. [42]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Draganescu et al. [43]

	

	

	
•

	

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Feng et al. [44]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Goldhahn et al. [45]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Gutowski et al. [46]

	

	

	

	
•

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Al-Hazza et al. [47]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
He et al. [48]

	

	

	

	

	
•

	

	

	

	
•

	

	

	
•

	

	
•

	




	
He et al. [49]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
He et al. [25]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Herrmann and Thiede [50]

	

	

	

	

	

	
•

	

	

	
•

	

	

	
•

	

	
•

	




	
Huang et al. [51]

	

	

	
•

	

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Imani Asrai et al. [52]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Jia et al. [53]

	

	
•

	

	

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Kant and Sangwan [27]

	

	

	

	
•

	
•

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Kant and Sangwan [54]

	

	

	

	
•

	
•

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Kara and Li [55]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Kong et al. [56]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Larek et al. [57]

	

	

	

	
•

	

	

	

	

	
•

	

	

	
•

	

	
•

	




	
Li et al. [58]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Li and Kara [59]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Li et al. [60]

	

	

	

	

	
•

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Li et al. [61]

	

	

	

	

	
•

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Li et al. [62]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Li et al. [63]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Li et al. [64]

	

	

	
•

	

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Mori et al. [65]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Mose and Weinert [66]

	
•

	

	

	

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Munoz and Sheng [67]

	

	
•

	

	

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Peng and Xu [68]

	

	

	

	
•

	

	

	
•

	

	

	
•

	

	
•

	

	
•

	




	
Quintana et al. [69]

	

	

	
•

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Rahimifard et al. [70]

	
•

	

	

	

	

	

	

	

	
•

	

	

	
•

	

	
•

	




	
Rajemi et al. [71]

	

	

	

	
•

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Rief [72]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Sato et al. [73]

	

	

	
•

	

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Sealy et al. [74]

	

	
•

	

	

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Seow and Rahimifard [75]

	
•

	

	

	

	

	

	
•

	

	

	
•

	

	
•

	

	
•

	




	
Seow et al. [76]

	
•

	

	

	

	

	

	

	

	
•

	

	

	
•

	

	
•

	




	
Shang et al. [77]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Shao et al. [78]

	

	
•

	

	

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Shin et al. [79]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Sossenheimer et al. [80]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Sossenheimer et al. [81]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Su [82]

	

	

	

	

	

	
•

	

	

	

	
•

	

	
•

	

	
•

	




	
Teiwes et al. [83]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Verl et al. [84]

	

	

	

	
•

	

	

	

	

	
•

	

	

	
•

	

	
•

	




	
Walther et al. [85]

	

	

	

	

	

	
•

	

	

	

	

	
•

	

	
•

	

	
•




	
Walther et al. [86]

	

	

	

	
•

	

	

	

	

	

	

	
•

	

	
•

	

	
•




	
Wang et al. [87]

	

	
•

	

	

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Weinert et al. [88]

	

	

	

	

	
•

	

	
•

	

	

	

	

	
•

	

	
•

	




	
Wu et al. [89]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Yi et al. [90]

	

	

	

	
•

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Yi et al. [91]

	

	

	

	
•

	

	

	

	

	

	

	
•

	
•

	

	
•

	




	
Yoon et al. [92]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Yoon et al. [93]

	

	

	

	
•

	

	

	

	

	

	
•

	

	
•

	

	
•

	




	
Zhou et al. [94]

	

	

	

	
•

	

	

	
•

	

	

	

	

	
•

	

	
•
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Table 3. Classification for Dimensions Perspective, Purpose of Modelling, and Output.
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Dimension

	
Perspective

	
Modelling Purpose

	
Output




	
Approah from

	

	
Process Planning (FLC)

	
Construction (PLC)

	
Engineering (FLC)

	
Operation of Factory

	
Operation of Machines

	
Operation of Process

	
Design of Processes

	
Optimisation of Processes

	
Control of Processes

	
Optimisation of Operation

	
Design of Equipment

	
Design of Factory

	
Ecological Validation

	
Energy/SEC

	
Power






	
Number of Articles

	
57

	
20

	
1

	
1

	
5

	
4

	
15

	
40

	
8

	
5

	
11

	
2

	
19

	
53

	
19




	
Abele et al. [28]

	

	
•

	

	

	

	

	

	

	

	

	
•

	

	

	
•

	




	
Abeykoon et al. [29]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	
•

	
•

	




	
Aramcharoen and Mativenga [30]

	
•

	

	

	

	

	
•

	

	
•

	
•

	

	

	

	

	
•

	




	
Avram and Xirouchakis [31]

	
•

	
•

	

	

	

	

	
•

	

	

	

	

	

	

	
•

	




	
Balogun and Mativenga [32]

	
•

	
•

	

	

	

	

	
•

	

	

	

	
•

	

	
•

	
•

	




	
Bhinge et al. [19]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	

	
•

	




	
Bi and Wang [33]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	
•

	
•

	




	
Bi and Wang [34]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	
•

	
•

	




	
Bornschlegl et al. [35]

	
•

	
•

	

	

	

	

	

	

	

	

	

	

	
•

	
•

	




	
Braun and Heisel [36]

	
•

	
•

	

	

	

	

	

	
•

	

	

	
•

	

	

	

	
•




	
Budinoff et al. [37]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	
•

	
•

	




	
Diaz et al. [38]

	
•

	
•

	

	

	

	

	

	
•

	

	

	

	

	
•

	
•

	




	
Diaz et al. [39]

	
•

	

	

	

	

	

	
•

	

	

	

	

	

	

	
•

	




	
Dietmair and Verl [20]

	
•

	
•

	

	

	

	

	

	
•

	

	

	
•

	

	

	
•

	




	
Dietmair and Verl [40]

	
•

	
•

	

	

	

	

	

	
•

	

	

	

	
•

	

	
•

	




	
Dietrich et al. [41]

	

	

	

	

	
•

	

	

	

	

	
•

	

	

	

	

	
•




	
Doreth [26]

	

	
•

	

	

	

	

	

	

	

	

	
•

	

	
•

	
•

	




	
Doreth et al. [42]

	

	
•

	

	

	

	

	

	

	

	

	
•

	

	

	
•

	




	
Draganescu et al. [43]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	

	
•

	




	
Feng et al. [44]

	
•

	
•

	

	

	

	

	

	
•

	

	

	

	

	

	
•

	




	
Goldhahn et al. [45]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	

	
•

	




	
Gutowski et al. [46]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	
•

	
•

	




	
Al-Hazza et al. [47]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	

	
•

	




	
He et al. [48]

	
•

	

	

	

	

	

	
•

	

	

	

	

	

	

	
•

	




	
He et al. [49]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	

	
•

	




	
He et al. [25]

	
•

	

	

	

	

	

	

	

	

	
•

	

	

	

	

	
•




	
Herrmann and Thiede [50]

	
•

	

	

	

	

	

	

	

	

	
•

	

	

	

	
•

	




	
Huang et al. [51]

	
•

	

	

	

	

	

	
•

	

	

	

	

	

	

	
•

	




	
Imani Asrai et al. [52]

	
•

	

	

	

	

	

	

	
•

	

	

	

	

	

	
•

	




	
Jia et al. [53]

	
•

	

	

	

	

	

	

	
•
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