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Abstract: The paper proposes a coordinated frequency control strategy for Virtual Power Plants
(VPPs), with the inclusion of Distributed Energy Resources (DERs), e.g., Solar Photo-Voltaic Gen-
eration (SPVG), Wind Generator (WG) as well as Energy Storage System (ESS). The objective is
to improve the short-term dynamic response of the overall power system. The robustness of the
proposed control is evaluated through a Monte Carlo analysis and a detailed modeling of stochastic
disturbances of loads, wind speed, and solar irradiance. The impact of communication delays of a
variety of realistic communication networks with different bandwidths is also discussed and evalu-
ated. The case study is based on a modified version of the WSCC 9-bus test system with inclusion of
a VPP. This is modeled as a distribution network with inclusion of a variety of DERs.

Keywords: Virtual Power Plant (VPP); frequency control; Distributed Energy Resource (DER);
Energy Storage System (ESS); communication delay

1. Introduction
1.1. Motivation

A Virtual Power Plant (VPP) is obtained by aggregating the capacity of several Dis-
tributed Energy Resources (DERs), Energy Storage System (ESS), and dispatchable loads [1].
It operates as a virtual transmission-connected generator in the existing power system [2].
For operation purposes, the active power output of a VPP is scheduled similarly to conven-
tional generators, e.g., through the solution of a daily ahead unit-commitment problem [3].
In transient conditions, e.g., following a contingency, VPPs must provide frequency sup-
port [4]. The active power scheduling and the frequency control are generally decoupled
due to their different time scales. Instead, this paper proposes to combine these functions
by switching to coordinated control of the DERs and ESSs that form the VPP during the
contingency.

1.2. Literature Review

The primary purpose of a VPP is to optimize the performance of its constituent parts
by coordinating the production and consumption [5]. Similar to VPPs, the concept of
microgrid has been introduced as a solution for the reliable aggregation of DERs, ESS and
controllable loads [6]. Therefore, in this paper, the VPP is modeled as a microgrid that is
connected to the Transmission Grid (TG) through a Point of Connection (POC) [7], with the
inclusion of Distributed Generators (DGs), voltage-dependent loads and ESS. Although
VPPs are not microgrids, some control techniques originally designed for microgrids can
be also applied to VPPs, and vice versa. In this vein, the literature review below includes
works that discuss the short-term dynamics and control of microgrids.
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1.2.1. Short-Term Dynamics

The common techniques for improving the VPP’s short-term dynamics are achieved
by the frequency control of the devices installed in the VPP itself. Reference [8] presents a
equivalence between Virtual Synchronous Machines (VSMs) and frequency-droop control
for converter-based microgrids. In [9], a study of DERs in distribution systems to the
frequency control of TG is provided. The coordinated VPP frequency control method
for fast frequency regulation proposed in this paper is based on the frequency control
technologies discussed in [10] that combines with the active power injection signal from
VPP to TG. It is relevant to note that the fast frequency regulation provided by non-
synchronous DERs and ESSs can be also viewed as the provision of synthetic inertia [11].

1.2.2. Control Structures

The common control architecture of VPP are two kinds: centralized and decentralized.
The centralized control structure is widely used for microgrids as well as VPPs [12-15].
However, with the increasing number of loads and renewable devices, the communication
and coordination between the control center and DGs, ESS and controllable loads has
become a challenge. The communication system, in fact requires a higher transceiver
power [16] and higher efficiency of the communication protocol [17] as the amount of
transmitted data increases. If the bandwidth of the communication network is not adequate,
the latency increases, which can negatively impact on the stability of the overall system [18].
To avoid the limitation of the communication network, a recently proposed solution
consists of optimizing the decentralized control strategy through algorithms based on
graph theory [19-24]. Moreover, the cybersecurity of the communication network, e.g.,
replay attack, false data injection and denial of service might also affect the performance of
VPPs [25-27]. The impact of the communication networks should be taken into account in
relevant studies of VPPs, where this paper will duly discuss and illustrate.

1.3. Contributions
The contributions of this work are as follows.

¢ A simple yet effective coordinated control of VPPs for short-term frequency contain-
ment, which improves the power system dynamic response and maintains frequency stability.

¢ A comprehensive study of the impact of different communication networks, focusing
in particular on the effect of latency, on the performance and stability of the proposed
coordinated control.

*  An in-depth discussion of the impact of stochastic sources such as SPVG and WG
on the performance of the VPP with and without the inclusion of the proposed
coordinated control.

1.4. Organization

The remainder of the paper is organized as follows. Section 2 outlines the proposed
coordinated control scheme of VPP, the primary control scheme of ESS and DERs, as well
as the VPP control modes considered in this paper. Section 3 presents the power system
model with the inclusion of the time delay as well as the models of the stochastic processes
used in the case study. Section 4 discusses in detail the case study and considers the impact
of different VPP control modes, communication networks, as well as robustness analysis.
The case study is based on a modified version of the well-known WSCC 9-bus, 3-machine
test system. Finally, Section 5 draws conclusions and outlines future work.

2. Control of VPPs

This section presents the proposed coordinated control architecture of the VPP as well
as the schemes of the primary controllers of the DERs and ESS.
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2.1. Proposed Coordinated Control

Figure 1 shows the proposed coordinated control of the resources that compose a VPP.
This control is similar to a conventional secondary frequency control. However, it is aimed
at improving the fast frequency response of the VPP and, thus, it operates in the same time
scale as the primary frequency control.

Distribution Transmission
Grid Grid
7 P < 0 e
/ 2 / ’
. / P i
| / Dinj i
! ] e POC

) <*® 7# Awroc

Figure 1. Control diagram of the proposed coordinated control of VPPs.

It is assumed that in normal operating conditions and in a given period, the VPP power
set-point is defined by the Transmission System Operator (TSO) based on the solution of
an electricity market problem such as the unit commitment. Hence, before the occurrence
of any contingency, pin; is the set-point of the VPP as scheduled by the TSO.

The proposed approach consists of measuring the total active power injected (pinj)
into the transmission grid by the VPP as well as the frequency variation (Awpoc) and then
transmitting the following signal:

Yp = H(s) Awroc Pinj 1)

to the DERs and ESSs that compose the VPP. In (1), H(s) is the transfer function of the
coordinated control. H(s) includes a proper gain that adjusts the magnitude of y, and
makes it consistent and compatible with the primary frequency controllers of the resources
of the VPP. Apart from the proportional controller considered in (1), other controllers such
as Proportional-Integral (PI) and lead-lag can also be used. The case study in Section 4
compares and discusses the performance of different controllers.

The rationale of the proposed coordinated controller is as follows. In steady-state
conditions, Awpoc = 0 and hence the primary controllers of the resources that form the VPP
are decoupled. For practical implementation issues, a small dead-band is then included
on the signal Awpoc, to avoid unnecessary communications of the signal y, when the
frequency deviations are negligible. The dead-band is used only to make the coordinated
control insensitive to noise.

After the occurrence of a major contingency in the transmission grid, e.g., a fault or
the outage of a large load /generator, the frequency of the system varies. This event leads
to Awpoc # 0 and thus triggers the coordinated feedback control.

The effect of y, is, in turn, to “amplify” the sensitivity of the primary control with
respect to the local frequency deviation by a coefficient that is proportional to the power
generated by the VPP. In fact, assuming that Awpoc measured at the POC is the same as the
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local frequency deviation measured by the DERs, one has that the overall signal entering
the primary frequency controllers is:

€ = (wref - wi) +u;

2
~ [1 —+ KZH(S) pin]‘] A(‘UPOC , ( )

where wyef — w; is the local frequency error as measured by the ESS or DER controller; and
u; = Ki]/p.

Figure 1 shows that timers are included in the signals sent to the DERs. These timers
are triggered by a threshold value of #; and allows improving the coordination of the DERs
and ESSs. This point is duly discussed and illustrated in the case study.

2.2. Frequency Control of Energy Storage Systems

ESSs can be used to improve the transient behavior of low-inertia systems. In this
paper, we use the ESS control structure shown in Figure 2 and proposed in [28]. The
controller includes a Storage Input Limiter (SIL) to smooth the transients that derive from
the energy saturation/exhaustion of the ESS. The input signal is the deviation of the
measured frequency w; with respect to a reference frequency wye¢. The frequency error is
processed by the devices through a Dead-band (DB), a Low pass filter (LPF), a frequency
controller composed of a PI controller and droop controller, and a SIL as well as an anti-
windup first-order lag filter. The coordinated signal u; is added between the DB and the
LPF. The last block of Figure 2 represents the actual energy storage device and its output
pEss is the active power injected by the ESS into the grid.

PI control

Dead-band Low-pass filter Droop :
Wref 1 1 DESS
+ + 1 L PESS
- + 1+ 5Ty R 1 + 5Thss
w;
U;
s min
PEss

Figure 2. Frequency controller of the ESS.

2.3. Frequency Control of Solar Photo-Voltaic Generation

The SPVG frequency control scheme used in this paper is shown in Figure 3 [29]. The
scheme consists of a frequency control composed of droop gain and a LPF to eliminate
wref — wj and u;. The output signal is added to the Maximum Power Point Tracking (MPPT)
reference power and then processed by a PI controller, which imposes the d-axis current of
the SPVG converter. The last block of Figure 3 represents the converter that connects the
PV panel to the AC grid. Its output is the d-axis component of the current (i4) that injected
by the PV panel into the grid.

PI control
e KoL
U Frequency control b Converter
Wref + 1 1 +§ 3 1 3 iq
- +
T RPV Tpvs+1 Tys+1
Wi K, | |

Figure 3. Frequency control of SPVGs.
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2.4. Frequency Control of Wind Power Plants

The frequency controller of wind turbines is shown in Figure 4 [30]. This controller
is coupled with the MPPT output and includes a droop control and a Rate of Change of
Frequency (RoCoF) control, where the LPF is used to filter out noises. The dead-band is
used to enable the frequency control only if its output signal is above a given threshold.
The output quantity pying shown in Figure 4 represents the active power reference signal
that is used in the converter of the wind turbine and that imposes the actual active power
generation of the WG.

: Wr
;T : 3 1 M

Figure 4. Frequency control of WGs.

2.5. VPP Control Modes

In this subsection, we consider different coordinated control methods for ESS and
DERs in VPP.

*  Mode 1: DERs and ESSs regulate the frequency but are fully independent (y, = 0).

*  Mode 2: Only ESSs regulate the frequency. DERs do not include a frequency controller.

®  Mode 3: DERs do not include a frequency control. The ESS is regulated to keep
constant the power injection pj,; of the VPP into the POC. This is a typical VPP
operation mode, where TSO schedules the VPP output every 15 min.

e  Mode 4: In [5], the weather-driven DERs such as WGs and SPVGs are considered to
be non-dispatchable resources due to the stochastic nature of the wind and clouds.
The ESS is the only device that regulates frequency. Therefore, in this mode, only the
ESS is fed with the signal y.

e Mode 5: In [31], it is proposed that wind farms and VPPs can be used for emergency
frequency control in smart super grids. Hence, in this mode, both ESS and DERs are
coordinated with the signal y,.

e  Mode 6: As with Mode 5, both the ESS and DERs are coordinated in this mode.
However, the feedback signal y, is used differently for ESSs and DERs. ESSs are
always fed with y, and, thus, their primary frequency regulation acts immediately
after the contingency. On the other hand, DERs are included in the coordinated control
and receive the signal vy, after a given time after the occurrence of the contingency,
e.g., 15s. The timer that activates the feedback signal for the DERs is triggered by the
magnitude of the variation of the frequency Awpoc.

3. System Modeling

The power system model considered in this paper includes stochastic processes, which
take into account wind and solar generation as well as load variations. Since the proposed
coordinated control requires the transmission of remote signals, time delays are also con-
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sidered to model the communication system. The resulting overall model of the system is
the following set of Stochastic Delay Differential-Algebraic Equations (SDDAESs) [18,32]:

x=f(x,y,ynu),
0=g(xy,yynu)), 3)
1=a(xyn) +bxynd,

where f and g are the differential and algebraic equations, respectively; x are the state
variables, e.g., rotor angles/speeds of synchronous machines, the dynamic states of loads,
etc.; y are the algebraic variables, e.g., bus frequency and bus voltage magnitudes/phases,
and the active power output of generators; y; = y(t — 7) are the delayed algebraic variables;
7 are the stochastic perturbations; u are the input variables, e.g., faults and line outages;
a and b are the drift and the diffusion terms of the Stochastic Differential Equation (SDE)
respectively and ¢ represents the white noise, i.e., the formal time derivative of the Wiener
processes. The stochastic models of voltage-dependent load, wind, and solar irradiance are
based on [32-34], respectively. The interested reader can find a detailed description of these
stochastic models in these references. The delay included in (3) models communication
network issues, e.g., latency, packet dropout and jitter involved in the transmission of
the measurements and control signals in the proposed coordinated control of the VPP.
Following the requirements of the VPP communication system described in [35,36], in this
paper, the communication delay in (3) is modeled as a Wide-Area Communication (WAC)
delay, as follows [37,38]:

T(t) =17 + () +0(¢), (4)

where 7 is the total communication delay, 7y is the fixed constant delay associated with
sensors (e.g., Phase-Locked Loop (PLL) or Phasor Measurement Unit (PMU)) and data
processing; T, is the transmission delay; and 0 is the random jitter.

The transmission delay is formulated as:

©)

Ty = Tpo + E ’
where Ty, is the propagation delay determined by the transmission medium (e.g., optical
fiber, WIFI, or WLAN), S is the packet size of each data, and B is the transmission channel
bandwidth. Finally, the random jitter 6 in (4) includes the effect of noise, network topology,
routing protocol, and background traffic.

In the following we assume that the frequency signal Awpoc and power injection piy;
transmitted from meters to the control center are delayed, as follows:

AWpoc,g = Awpoc(t —T(t)),

6
Pint = i (£ — T(1)), ©

where Awpoc g and pip; 4 are the delayed measurements, hence y,; = [Awpoc 4, pinj,d]. Please
note that all communication systems delays are included in Awpoc,4 and piy; 4, thus there is
no need to model the delay in the signal y, that is sent to DERs and ESSs.

3.1. Stochastic Wind

To emulate the wind speed as a stochastic process with Weibull distribution and
exponential autocorrelation, a(-) and b(-) in (3) are solved [33]. The following drift and
diffusion terms are obtained:

a(x(t)) = —a- (x() = pw)
b(x()) = /br(x(1)) - ba(x(1)),

@)
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2w
=) = G

by (x(£) = A - r<1 + % ("&”)k> oy e GO

where « is the autocorrelation coefficient; uw is the mean of the Weibull distribution;
pw (+) is the Probability Density Function (PDF) of the Weibull distribution; I'(-, -) is the
Incomplete Gamma function; k and A are the shape and scale parameters of the Weibull
distribution, respectively.

®)

3.2. Stochastic Load

The equations of the stochastic voltage-dependent load model are proposed in [32]
as follows:

p(t) = (=pro +1p(t))(v(t)/v0)"
qr(t) = (=qro +1q(t)) (v(t) /v0)” ©)
Up(t) = ap(pp —1p(t)) +bpcp

Mq(t) = aq(ug —1q(t)) + bely,

where pro and g are the active and reactive powers at t = 0; v(t) is the voltage magnitude
of the bus where the load is connected; vy the voltage magnitude at t = 0; and - is the
power exponent where v = 0 means constant power loads; the « terms are the mean-
reversion speed at which the stochastic variables 7 are dragged towards the mean values y;
and the b terms represent the volatility of the processes.

3.3. Stochastic Solar Irradiance

The following clear-sky index is used to model the solar irradiance as proposed in [34]:
k(t) = X(t) +x(t)G(t), (10)

where k(t) is the clear-sky index; X(t) is defined by the Ornstein—-Uhlenbeck SDE in (3);
x(t) = {0,1} is the duration of a clouding event; and G(t) represents the Poisson jump
process of the solar irradiance variability.

4. Case Study

This case study considers a modified version of the well-known WSCC 9-bus, 3-
machine test system [39], where the load at bus 6 is replaced with a 8-bus, 38 kV distribution
system that includes a VPP [40]. The topology of the overall system is shown in Figure 5.
Specific setups are as follows.

®  The VPP is connected through an Under-Load Tap Changer (ULTC) type step down
transformer with TG.

e One SPVG, two WGs, and one ESS are connected at buses D8, D5, D2, and D2,
respectively. Each DER uses the bus frequency signal by an Synchronous Reference
Frame Phase-Locked Loop (SRF-PLL) installed at Bus D1 for frequency control. The
initial active power generation of the WG and the SPVG are 15 MW each, whereas the
power rate of the ESS is 10 MW.

e The total active and reactive power consumption of loads in the VPP are 57.8 MW and
11.7 MVar, respectively.

*  Since the focus of the case study is to observe the power system short-term tran-
sient behavior (a few tens of seconds), the impact of the State of Charge (S50C) of
ESS is neglected.
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Figure 5. Modified WSCC 9-bus, 3-machine system with a VPP.

In this case, the power injected by the VPP into the grid, namely piy;, is the power flow
from Bus D1 to Bus 6. The stochastic processes of the wind speeds, load consumption and
solar irradiance described in the previous section are included in all scenarios of the case
study. Simulations are carried out using the co-simulation software tool described in [41]
that combines the Python-based power system simulator Dome [42] and the communication
network simulator ns-3 [43].

4.1. Monte Carlo Analysis

This section discusses the robustness of the proposed control approach concerning
the perturbations such as a three-phase fault at bus 7 occurring at t = 1 s and cleared after
100 ms. The stochastic perturbations are the power variations of wind and solar power
plants with respect to the forecast of wind speed/solar irradiance, and 15% of the loads in
the whole system. For each scenario, 500 Monte Carlo time domain simulations are solved.
Figure 6 shows the frequency trajectories for the system that VPP without frequency control
on DERs and without ESS. The trajectories of the frequencies for Modes 1 to 3 are shown
in Figure 7, whereas the trajectories of the frequency for Modes 4 to 6 with three different
transfer functions H(s) are shown in Figure 8. The considered transfer functions are the
most commonly used controllers such as proportional gain, PI controller and lead-lag
controller. For all controllers, the parameters the lead to the best dynamic performance are
selected through a trial-and-error approach. For simplicity, and since the size of all DERs
and the ESS is similar, K; = 1, Vi = 1, ..., n. Finally, Table 1 shows the mean frequency,
Hcor, as well as the standard deviation of the frequency ooy, calculated at t = 50 s, for the
six control modes and the three transfer functions H(s) considered in this case study.

The comparison of Figures 6-8 indicates that the VPP without DER frequency control
and without ESSs leads to the largest frequency deviation in the system. Please note that
the results shown in Figure 6 can be also viewed as the worst-case scenario representing
the complete outage of the communication network in the VPP. The comparison of the
trajectories shown in Figures 7 and 8 as well as of the results given in Table 1 indicates that
the VPP control modes that include the proposed coordinated approach control (Modes 4-6)
have an overall better performance than the strategies with no coordination (Modes 1-3).
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Figure 6. Trajectories of the frequency of the Center of Inertia (COI) without VPP frequency control
and without ESS. The mean and the standard deviation of the frequency at t = 50 s are pcor = 1.002

pu(Hz) and ocop = 6.16 - 1073 pu(Hz), respectively.
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Figure 7. Trajectories of the frequency of the COI without the proposed coordinated control.

Table 1. Mean frequency .cor and standard deviation ooy for different VPP control modes.

Statistics Mode 1 Mode 2 Mode 3
Hcor 1.001431 1.001511 1.002144
ocor % 1072 [pu(Hz)] 23.6 28.1 9.73
Control Type Statistics Mode 4 Mode 5 Mode 6
pcor [pu(Hz)] 1.000328 1.000323 1.000321
Prop. Control ocor x 1075 [pu(Hz)] 1.83 158 143
] picor [pu(Hz)] 1.000198 1.000155 1.000135
Lead-Lag ocor x 1077 [pu(Hz)] 8.62 2.24 327
Pl tcor [pu(Hz)] 1.000267 1.000020 1.000023
ocor x 107° [pu(Hz)] 12.4 1.37 1.60

It is interesting to note that for Mode 4 (see Figures 8a,d,g,) , the standard de-
viation slightly increases for 10 < t < 30 s because the ESS is running at its maxi-
mum output that loses its capability to regulate the frequency. Coordinating the DERs,
i.e., Mode 5, to provide extra frequency support can help to solve this problem as shown
in Figures 8b,e,h. However, this leads to a larger frequency deviation during the initial
transients (0 < ¢t < 10 s). Finally, Mode 6, where a timer is used to delay the action of DERs,
shows the best dynamic performance (see Figures 8c,f,i).

The results shown in Figure 8 are obtained with the best set of parameters for each
controller, namely proportional gain, lead-lag controller, and PI controller. For the PI
controller, a small dead-band on the frequency deviation Awpoc. Although all controllers
perform well, they have different performance depending on the mode. The PI controller
performs best if both ESS and DERs regulate the frequency. However, if only the ESS is
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used to regulate the frequency, the PI controller leads more often the ESS to its maximum
power output, thus making the control less efficient as with the proportional controller and
lead-lag. All controllers perform well for Mode 6, i.e., when a timer shifts the action of the
DERs. The timer in fact exploits the ability of the ESS to regulate the frequency in the first

seconds but avoids ESS saturations in the longer term.

1.005

1.004
= 1.003
1.002
1.001

1
0.999

weor [pu(Hz

0.998

Time [s]

(a) Mode 4

10 30 50
Time [s]

(b) Mode 5
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—
—

weor [pu(Hz)]

0.999

0.998

Time [s]

(d) Mode 4

10 30 50
Time [s]

(e) Mode 5

Time [s]

(g) Mode 4
Figure 8. Trajectories of the frequency of the COI using: (a—c) proportional gain; (d—f) lead-lag controller; and

(g-i) PI controller.

10 30
Time [s]

(h) Mode 5

4.2. Impact of Communication Delays

1.005
1.004
1.003
1.002
1.001

1
0.999

weor [pu(Hz)]

0.998

10 30 50
Time [s]

(c) Mode 6

weor [pu(Hz)]

Time [s]
(f) Mode 6

weor [pu(Hz)]

Time [s]

(i) Mode 6

As mentioned in Section 3, there exists a delay when the frequency signal Awpoc and
active power pjy; transmitted through the communication network. In this section, the
communication delay with respect to three levels of communication networks, namely
high-speed, middle-speed, and low-speed communication networks are considered. All the
remote signals are considered to be 100 bytes PMU data with a reporting rate of 25 frames
per second. UDP/IP protocol is adopted to avoid the data re-transmission for reducing
the communication delay, where the physical link layer of the communication network is
a Point-to-Point link. The background traffic consists of both 500 bytes Remote Terminal
Unit (RTU) data with a reporting rate of 2 frames per second, and 1024 bytes video streams,
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200 frames per second, respectively. Table 2 shows the parameters of the communication
network for each scenario.

Table 2. Parameters of the communication networks.

Levels Bandwidth PMU Data Rate Background Traffic

High Speed 20 Mbps 25 frames/s RTU, Video Stream

Medium Speed 5 Mbps 25 frames/s RTU, Video Stream
Low Speed 1 Mbps 25 frames/s N/A

Most real-world communication networks used in power system applications are
somewhere in between the high-speed and medium-speed communication networks
depicted in Table 2. However, low-bandwidth communication networks are cheaper
and, thus, the low-speed communication network is also considered here. Clearly, the
lower the speed (bandwidth) of the communication network, the higher the delays of the
control signals.

Figure 9 shows the impact on the frequency of the COI of communication delays as
obtained with the three communication networks of Table 2. The system undergoes the
same three-phase fault considered in Section 4.1. Only Modes 4, 5 and 6 are compared as
these are the modes that require a communication network. Simulation results, which were
obtained using the proportional controller, indicate that the proposed coordinated control
approach, especially Modes 5 and 6 are particularly impacted by communication delays.

When the communication network has a low bandwidth with a large time-varying
delay of around 200 ms, the approach that only coordinates the ESS gives rise to an
oscillation on the system frequency (see the interval between 25 and 35 s in Figure 9a).
Mode 6 sharply increases this oscillation. Then in the medium-speed communication
network with a medium time-varying delay of around 100 ms, the performances for Modes
4 and 6 are acceptable; however, for Mode 5, the frequency oscillation is still significant.
Finally, the delays of the high-speed communication network are around 55 ms. This
delay has only a slight impact on the overall frequency behavior. Based on the simulation
results, it appears, thus, that communication delays should be kept below 100 ms when the
proposed coordinated control approach is adopted.

It is important to note that due to the nonlinearity of the model of the power systems,
it is not possible to draw general conclusions on the impact of delays. However, based on
our knowledge and experience with several systems and scenarios, communication delays
in control loops can be expected to worsen the dynamic response of the system and reduce
its stability margin (see for example [18,38]).
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Figure 9. Frequency of the COI following a three-phase fault occurs in the TG, where the measure-
ments Awyoc and pip; are transmitted through high/medium/low-speed communication networks,

respectively.

5. Conclusions

This paper proposes a coordinated control method of VPP to improve power system
short-term transient frequency response. The proposed strategy is based on a coordinated
control of DERs and ESSs in the VPP. A variety of control modes are compared and vali-
dated through Monte Carlo simulations. The impact of communication delays, stochastic
processes as well as of the capacity of ESS on the overall transient behavior are also outlined.
Based on the simulation results, the following conclusions can be drawn.

1.  The proposed coordinated control approach for ESS and DERs in VPP can signifi-
cantly improve power system frequency stability. The proposed control approach
performs better than either conventional VPPs that do not regulate the frequency,
i.e., use a constant power set-point, and VPPs that regulate the frequency through the
independent controllers of ESSs and DERs.

2. Communication delays have a significant impact on the proposed coordinated control
approach. This had to be expected, as the proposed strategy works as a sort of
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fast secondary frequency control. To reduce the negative impact of communication
networks without increasing the bandwidth, a two-phase coordinated control is
proposed. In this operating mode, the ESS acts first whereas DERs are included in the
coordinated control in a second phase. This reduces the impact of the limited capacity
of the ESS and, in turn, improves the transient stability.

Future work will focus on further improving the short-term frequency control of DERs
and ESS included in VPPs. For example, ad hoc feedback transfer functions for each DER
and ESS rather than a single common H(s) will be considered. Secondary frequency control
of VPPs will be also considered, thus allowing taking into account the state of charge of
ESSs and short-term weather forecast. The impact of cybersecurity in a communication
network includes bad data will also be also considered.
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