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Supplementary Material 

The main manuscript describes the results from the Random Forest model implementation using the field injection and 

field production data as inputs, and simulated oil saturation data as the output. The same model was also applied to 

the production, injection and oil saturation data all obtained from the simulation, and similar results were obtained 

because the simulation model was history matched with the field data. The model performance results with all simula-

tion data are summarized in Table S1 and Figures S1 and S2, which shows very similar performance as with field injec-

tion and production, summarized in Table 8 and Figures 13 and 15 in the main manuscript. In Figures S1 and S2, the 

blue curve represents the actual saturation values (from the reservoir simulation), while the red curves represent the 

predicted saturation values from the Random Forest model.   

Table S1. Random Forest model performance with production, injection and saturation data from the simulation. 

    PF-1C PF-14 PF-12 PF-11 

RMSE  0.0500 0.0294 0.0446 0.0545 

R2  0.9332 0.9558 0.9031 0.9338 

 

 

Figure S1. Performance of Random Forest model with the production, injection and saturation data from the simulation model. 
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Figure S2. Predicted versus the actual time-lapsed oil saturation profiles with production, injection and saturation from the simula-

tion model shown at the four test-well locations for three time-steps from the testing dataset. 

Figure S3 shows an example of input and output features for the machine learning model for one of the four tests wells, 

PF-14. Here the input features are based the result of feature selection (refer to Sec. 4.1 and Table 7 in main manuscript) 
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and the output is the oil saturation at PF-14. The oil and water rates are in MSTB/month and gas rate is in 

MMSCF/month. Corresponding to each time-step (for instance 6/13/2015 and 6/23/2015 shown in Figure S1) there will 

be different saturation values along the measured depth of the well. In this example for PF-14, there are 184 saturation 

values along the 793 m completion interval for this well, corresponding to each time-step. This explains the number of 

datapoints summarized in Table 4. 

 

Figure S3. Input and output features for well PF-14 to illustrate the number of datapoints. 

Tables S1-S4 summarize the optimal hyperparameters used for the Linear Regression, K-Neighbors, AdaBoost, and 

Gradient Boosting algorithms, respectively. An ANOVA test was performed on the MAPE achieved from 35 simulation 

runs using the different models to ensure that there is statistically significant difference.  The results presented in 

Figure S4 show that F value is greater than F-critical and the p-value is very small, indicative of statistically significant 

difference.   

Table S1. Optimal hyperparameters for the Linear Regression model. 

copy_X  fit_intercept normalize 

True True True 

Table S2. Optimal hyperparameters for the K-Neighbors Regression model. 

n_neighbors leaf_size p weights 

5 30 2 uniform 

Table S3. Optimal hyperparameters for the AdaBoost Regression model. 

n_estimators loss Learning_rate 

50 square 0.5 

Table S4. Optimal hyperparameters for the Gradient Boosting Regression model. 

n_estimators Learning_rate min_samples_split 

100 0.3 2 
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Figure S4. Results from single-factor ANOVA analysis on the MAPE results from the machine learning models. 


