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Abstract: The aim of this paper is to present a model of energy efficient scheduling for series
production systems during operation, including setup and shutdown activities. The flow shop
system together with setup, shutdown times and energy consumption are considered. Production
tasks enter the system with exponentially distributed interarrival times and are carried out according
to the times assumed as predefined. Tasks arriving from one waiting queue are handled in the order
set by the Multi Objective Immune Algorithm. Tasks are stored in a finite-capacity buffer if machines
are busy, or setup activities are being performed. Whenever a production system is idle, machines are
stopped according to shutdown times in order to save energy. A machine requires setup time before
executing the first batch of jobs after the idle time. Scientists agree that turning off an idle machine
is a common measure that is appropriate for all types of workshops, but usually requires more
steps, such as setup and shutdown. Literature analysis shows that there is a research gap regarding
multi-objective algorithms, as minimizing energy consumption is not the only factor affecting the
total manufacturing cost—there are other factors, such as late delivery cost or early delivery cost with
additional storage cost, which make the optimization of the total cost of the production process more
complicated. Another goal is to develop previous scheduling algorithms and research framework
for energy efficient scheduling. The impact of the input data on the production system performance
and energy consumption for series production is investigated in serial, parallel or serial–parallel
flows. Parallel flow of upcoming tasks achieves minimum values of makespan criterion. Serial and
serial–parallel flows of arriving tasks ensure minimum cost of energy consumption. Parallel flow
of arriving tasks ensures minimum values of the costs of tardiness or premature execution. Parallel
flow or serial–parallel flow of incoming tasks allows one to implement schedules with tasks that are
not delayed.

Keywords: energy-efficient scheduling; flow shop; serial–parallel flow; multi objective immune algorithm

1. Introduction

Industry uses enormous amounts of energy to transform resources into products or
services, which increases competition for energy resources and puts tremendous pressure
on the environment [1,2].

The growing cost of energy is one of the most important factors related to the cost
of production, therefore the literature considers various ways to solve this problem, e.g.,
production of renewable energy [3], prosumer parallel production and consumption of
energy [4], local electricity trading [5], flexible distribution of energy in the smart grid [6],
modern energy saving technologies [7], and intelligent energy management in the whole
supply chain [8–11].

One of the main factors regarding the application of energy minimization techniques is
the accurate measurement of energy consumption during operation [12,13]. An important
area is the reduction of the energy consumption costs of manufacturing machines [14]. In
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the manufacturing industry, a wide variety of technological processes can be observed [15].
Typical processes range from additive processes, such as casting or forging [16], to subtrac-
tive processes such as machining (e.g., milling) [17], laser cutting [18] or electrochemical
machining (ECM) [19]. Some processes require the use of thermal energy (e.g., heating to a
high temperature) or chemical energy, but the main problem is electricity consumption [20].

Consequently, the industry sector is under increasing pressure to save energy and
reduce emissions, thereby increasing the energy efficiency of the manufacturing system.
Energy efficiency can be improved by applying less energy-intensive modern technologies
and advanced machine tools or operating methods at the system level, such as energy
efficient scheduling (EES) [16]. Currently, there is an increasing number of publications
about EES [16–22]. Different models of machine energy consumptions processes [14]
and all shop floor types have been investigated in the literature, such as single machine
scheduling [23–27], flow shop [28–41], job shop [42–47], and hybrid systems for specific
issues [48–50]. For many machine tools, the idling power consumption is only slightly
less than the operating power consumption [51]. Research shows that turning off the idle
machine is a typical measure suitable for all types of workshops [51], but requires more
setup and shutdown activities than usual [52,53], which makes management more difficult.

This is also related to the Lean Manufacturing paradigm, according to which overpro-
duction is a waste, and new products should only be manufactured when they are really
needed [54].

Therefore, the simplest energy-saving mechanism is turning the machine off if it has
been waiting for a new task for a relatively long time and turning it back on if a new task
is available. An analysis of whether it is worth waiting for a certain number of orders to
be collected in a finite buffer capacity and release the batch for production in order for its
energy-saving and timely realization is required.

The scheduling problem has many variations, and many different types of models or
algorithms can be used to solve EES problems. Therefore, we conducted a comparative
analysis of the methods and algorithms used for energy efficient scheduling, in order to
improve the scheduling algorithms from our previous research [55,56] using parameters
that take into account the energy consumption of the machines. It is also necessary to
analyze the production flow type for a given batch size, serial flow, parallel flow, and
serial–parallel flow [57].

We considered 33 papers about EES from the bibliography [18–50] and the comparative
analysis is presented in Table 1.

Table 1. Comparative analysis of the selected papers about EES.

System Type Approach Criteria/Objectives Energy Factors

Single machine 5 Math/integer programming 10 Single objective 13 Energy consumption 33

Flow shop 15 Evolutionary/genetic/
swarm algorithm 20 Bi-objectives 11 Setup 5

Job shop 6 Heuristics/hybrid 8 Multi-objectives 9 Shutdown 1

Specific 7 Tariff/Price 8

(Some articles consider more than one approach/model/algorithm.)

This state of the papers shows a large number of works that develop evolution-
ary/genetic/swarm algorithms. Analysis shows that there is a research gap regarding
multi-objective algorithms, as minimizing energy consumption is not the only factor influ-
encing the total manufacturing cost. There are other factors, such as late delivery cost or
early delivery cost with additional storage cost, which makes the optimization of the total
cost of the manufacturing process more complicated.

Another gap is related to the setup and shutdown activities related to turning the
machine on and off more frequently, which are often omitted. There were five papers
considering setup activities and only one paper considering the shutdown activities.
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The analyzed studies show that the improvement of energy efficiency when using
EES is significant, and our goal is to develop a research framework for energy-efficient
scheduling, with the use of Multi Objective Immune Algorithms.

Efficient enterprises try to minimize the number of orders which are being lost due
to buffer overflow, in order to increase the machinery utilization level. Enterprises strive
for maximum utilization of machines and equipment for on time production. Sustainable
manufacturing also requires energy-efficient production. Predicting the actual sojourn time
(waiting time + processing time) of a task waiting in the queue helps to make a decision
about whether or not to accept a new order. Estimation of the actual sojourn time should
include the analysis of contradictive objectives: energy-efficient and timely production.

A review of results for models used in simulations of manufacturing line is presented
in [58]. Analytical results for the departure process in a single-machine production system
(PS) with breakdowns can be found, e.g., in [59]. For numerical or computer studies on
performance evaluation of a manufacturing line with failures see, e.g., [60–62].

The objective of this paper is to analyze the impact of changes in input data on the
flow shop production system performance taking into account criteria: energy-efficiency
and timely production. The effect of the input data on the production system perfor-
mance and energy consumption is investigated for series production in serial, parallel or
serial-parallel flows.

In the following sections, the nature of the problem with methods and materials,
assumptions and limitations, and the results obtained with discussion and conclusions
are described.

2. Methods and Materials

A production flow shop with limited input buffer capacity and machine setup and
shutdown times is considered. In the flow shop system, the workflow of each task is
unidirectional. The following assumptions are also taken into account:

• Non-preemptive constrain—at most one operation of each task can be executed at
any time;

• Non-reentrant constrain—at most one operation can be executed on each machine at
any time;

• Number of operations of each task equal to the number of machines;
• Each operation of the task is preassigned to the machine;
• Each operation must be executed on a different machine.

The general assumptions and limitations of this approach are related to the energy
consumption parameters. Machine operation is the main factor of energy consumption in a
typical manufacturing system, as the intra-logistic transport activities require significantly
less time and energy than the processing operations. On the other hand, in the flow shop
system, the machines are close together, therefore the inter-operational transport time can
be included in the processing time.

The paper is limited to the production flow of a typical manufacturing line, without
considering the external supply chain, therefore:

• Fixed energy tariff/price is assumed;
• Inter-operational transport time and energy consumption is omitted.

Moreover, the following assumptions are made:

• Costs of delay or premature execution differ depending on the task.
• The energy cost consumed for setup depends on a task and type of machine.
• The energy cost consumed for operation executing depends on a task and type

of machine.
• The energy cost consumed for maintenance, waiting time and shutdown vary depend-

ing on machine type.

Tasks arrive randomly with an exponential distribution of times. Monitoring both
the input and output flows of tasks is essential in the performance evaluation and optimal
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utilization of a manufacturing line. One of the important stochastic characteristics that can
be used in such monitoring is departure process, that at any fixed time moment t takes
on a random value h(t) equal to the number of tasks completely processed until this mo-
ment. Observation and sensitivity analysis of the production system, counting successive
successfully completed tasks, to changing “input” parameters, such as interarrival time
λ, processing time µ of a single task (batch), setup time α, shutdown time β, failure-free
operation time γ and repair time η, may provide useful information for optimization of the
production system operation. The energy efficiency, timely production and throughput
of the flow shop system is evaluated for various input data and batch size and for three
flow types: serial, parallel and serial–parallel. The in-depth numerical study, taking into
consideration the behavior of conditional probabilities:

qn(t, m) = P{X(t) = m|X(0+) = n} (1)

for different n′s under “virtual” assumption, the unconditional probability P{X(t) = m}
is approximately constant in time. For the initial buffer state 1 ≤ n ≤ N where N is the
maximal number of tasks present in the system, the following system of equations is
found [62]:

qn(t, m) =
N−n−1

∑
k=0

∫ t
0 qn+k−1(t− y, m)

e−λy(λy)k

k! dF(y) +
∞
∑

k=N−n

∫ t
0 qN−1(t− y, m)

e−λy(λy)k

k! dF(y)

+(1− F(t))

[
e−λt(λt)m−n

(m−n)! I{n ≤ m ≤ N− 1}+ δm,n
∞
∑

k=N−n

e−λt(λt)k

k!

]
,

(2)

where λ denotes the intensity of Poisson arrivals of tasks for the flow shop system, F(t) is a
distribution function of processing time which depends on type of series flow. I{A} stands
for the indicator of random event A, and δm,N is the Kronecker delta function. It is easy to
note that putting,

φn(s) =
∫ ∞

0
e−st(1− F(t))

[
e−λt(λt)m−n

(m− n)!
I{n ≤ m ≤ N− 1}+ δm,n

∞

∑
k=N−n

e−λt(λt)k

k!

]
dt (3)

and, moreover, defining (4) we can rewrite the system (2) in the form (5).

ak(s) =
∫ ∞

0
e−(s+λ)t (λt)k

k!
dF(t) (4)

q̂n(s, m) =
N−n−1

∑
k=0

ak(s)q̂n+k−1(s, m) + q̂N−1(s, m)
∞

∑
k=N−n

ak(s) +φn(s), 1 ≤ n ≤ N (5)

Obviously, the assumption about unconditional probability P{X(t) = m} being constant
in time leads to the Equation (6):

N

∑
k=0

q̂n(s, m) =
pm
s

(6)

where pm is a constant depending on m. Solving the Equations (5) and (6) and next
applying the inverse Laplace transform operator, we can study the behavior of conditional
probabilities P{X(t) = m|X(0+) = n} for different parameters of the system′s operations.

The sojourn time µn of task n = 1 . . . N depends on flow type, serial, parallel and
serial–parallel. The transitions among the shutdown, setup and processing times are
presented in Figure 1.
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Schedule u is evaluated using four criteria in the optimization process:

• makespan function C(u):

C(u) = max[tz,Vn ] (7)

• Total delay of tasks T(u):

T(u) =
N

∑
n=1

[0, Dn], where
{

0, if dn − tzVn ≤ 0,
Dn, if dn − tzVn > 0.

(8)

• Cost of tardiness or premature execution of tasks G (u):

G(u) =
N

∑
n=1

[Pn·an, Dn·bn], where
{

Pn, if dn − tzVn ≤ 0,
Dn, if dn − tzVn > 0.

(9)

• Cost of energy consumption of machines E(u):

E(u) =
L

∑
l=1

[
Sel · µn,l + Opl · νn,l + Fal · πl + Stl ·vl + Cll · ϑl

]
, (10)

where tz,vn is the completion time of operation vn of task n, vn = 1, . . . , Vn, n = 1, . . . , N,
dn is the deadline of task n, Dn is delay in completing task n, Pn is premature execution of
task n, tl,n is 1 or 0 depending on the state of the machine.

The matrix of delayed execution cost MAn = (an)(n)×(1) represents the cost (penalty)
for each day of delay for task n execution, an ∈ < which may vary depending on the
contract with the client task. The matrix of premature execution cost MBn = (bn)(n)×(1)
represents the cost (penalty) for each day of premature execution for task n, bn ∈ < which
may differ depending on the task.

The matrix of setup cost MMn,l =
(
µn,l
)
(n)×(l) represents the energy cost used for

setup, µn,l ∈ < which may differ depending on operation of task n executed on machine
l. The matrix of operation cost MNn,l = (νn,l)(n)×(l) represents the energy cost consumed
for operation execution, νn,l ∈ < which may vary depending on the operation of task n
executed on machine l.

The matrix of maintenance cost MΠl = (πl)(l)×(1) represents the energy cost used to
repair machine l. The matrix of standby cost MZl = (ζl)(l)×(1) represents the energy cost
used for the waiting time of machine l. The matrix of shutdown cost MΘl = (ϑl)(l)×(1)
represents the energy cost used to shutdown machine l. In addition, πj, vl, ϑl ∈ <, which
may vary depending on machine l.

A set of promising solutions called Pareto-optimal set is a result of the multiple criteria
optimization process using the Multi Objective Immune Algorithm (MOIA). The multi-
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criteria optimization problem is solved using the Weighted Aggregation Method (11). The
best basic schedule is selected for the minimum value of the function:

FF(u) = v1 ·C(u) + v2 · T(u) + v3 ·G(u) + v4 · E(u) (11)

where: $1, . . . ,$4 are the criterion weights defined by the decision maker,$1,$2,$3,
$4 ∈[0,1] and the sum of the weights is equal to 1.

2.1. Multi Objective Immune Algorithm

The input data are divided into two groups; the first group is information about the
production system, the second group contains the MOIA parameters:

1. Number of evaluation criteria, type of evaluation criteria selected by a decision maker,
number of tasks, number of machines, process routes, batch sizes, task completion
times, operation times, setup times, shutdown times, failure times, the costs of energy
consumption during machine operation, setup, shutdown and standby and the costs
of delaying or premature completion of tasks;

2. Subpopulation size for optimizing a single criterion, popsize, number of iterations
(terminal condition) for endogenous population, endcond, number of iterations for
exogenous population, exogcond, temperature parameter, temp, maximum number of
genes mutated by hypermutation, numgenes, affinity threshold, affthres, suppression
threshold, supthres.

2.1.1. Feasible Solution Encoding

An antibody chromosome is represented by a sequence of decimal or binary task
numbers (gene numbers). The length of the antibody chromosome is equal to a number
of tasks performed in the flow shop system. The position of the gene corresponds to the
priority indicator assigned to the task.

Consider the flow shop system defined by four production tasks, N = 4, and four
machines, L = 4 (Figure 2). Job numbers are encoded in the DNA library (Table 2). Antibod-
ies are generated by random gene recombination from the DNA library. As a result, only
active antibodies are generated, in other words, each chromosome contains all genes from
the DNA library. The generation of unfeasible solutions is prevented by the permutational
representation of genes in the chromosome.
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Table 2. Genetic material in the DNA library for four tasks.

DNA Library
Generated Chromosomes
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(Figure 3). First, task n = 2 is scheduled because it has the highest priority, then task n = 3
and n = 1 are scheduled, and finally task n = 4.
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Better solutions can be obtained by starting the process of immunological optimization
from points of interest in the solutions space. The solution space search process is continued
for promising points (schedules) obtained with heuristics based on priority rules. When
using the makespan criterion, the Least Processing Time (LPT) rule is proposed (Figure 4).
The tasks that require the longest execution time are performed first.
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machine l.

In the EDD procedure, priority is given to the most urgent tasks with the earliest
completion date (Figure 5). This procedure can be used if schedules are evaluated using
the timeliness criteria.
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Figure 5. Block diagram of the EDD procedure.

The random insertion perturbation scheme (RIPS) has been adapted to the task
scheduling problem (Figure 6). This procedure is based on a local search for solution
spaces around the solution generated using the LPT rule. The best neighborhood antibody
is introduced into the initial population. The generated schedules are assessed according
to the energy consumption criterion. In RIPS, a single number is randomly generated for
the first and last jobs of the chromosome as they can only be shifted in one direction. The
rest of the genes can be shifted in both directions.
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2.1.2. The Maturation Process of Antibodies

In the immune system, antibodies undergo an affinity maturation process to better
adopt to the pathogen, that is, to recognize and then destroy the pathogen. In the matura-
tion process, crossover, mutation operators and hypermutation are used. The operators
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are used to increase the ability of the MOIA to search the solution space and achieve the
optimal or near optimal schedule.

During the maturation process, the antibodies are copied and paired randomly to
keep the population size constant. One offspring may be reproduced by each pair. A high
reproductive probability is assumed to increase the emphasis on exploring the solution
space. The following operators are used for the permutational representation of genes:
Order Crossover (OX), Position-Based Crossover (PBX) and Linear Order Crossover (LOX).

In the OX procedure, a gene sequence is selected from the chromosome of the first
parent [64,65]. The selected gene sequence is copied at the given positions to create the
offspring chromosome. The selected genes are removed from the chromosome of the other
parent. The genes required to complete the progeny chain remain. Going from left to right,
the genes are copied in the order of the chromosome of the other parent (Figure 7).
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The modified PBX [65] is proposed in order to generate a single progeny (Figure 8).
Genes of the first chromosome are randomly selected. Offspring is made by copying the
selected genes. The selected genes are removed from the chromosome of the other parent.
As a result, genes are obtained that are the missing links in the offspring chromosome. Free
spaces in the offspring chromosome are supplemented with missing genes following the
order of the second chromosome from left to right.
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In the modified LOX procedure [65], the set of genes from the first chromosome is
selected randomly (Figure 9). Selected genes are removed from the first parent chromosome,
leaving gaps. Free spaces are shifted from the extreme positions to the central part. In the
offspring chromosome, empty space is filled by the remaining sequences of the genes of
the second parent chromosome.
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The following mutation operators can be used for the permutational representation
of antibody chromosomes: Shift Mutation (SM), Insertion Mutation (IM), Displacement
Mutation (DM) and Reciprocal Exchange Mutation (REM) [65]. The premature conver-
gence of the MOIA to the local optimum is prevented by using the mutation operators to
differentiate solutions.

In the SM procedure (Figure 10) an operation (gene) is randomly selected and then
replaced with the previous gene. Assuming that the antibody chromosome consists of the
number of N genes, a gene is randomly selected from the range 2, N.
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In the IM procedure, the selected gene is placed at a new position in the offspring
chromosome (Figure 11). Both the gene and its new position are selected from the range
1, N.
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In the DM procedure, the gene substrings are randomly selected and placed in a
random position in the range 1, N (Figure 12). The probability of losing genetic material is
higher using the DM procedure.
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dure (Figure 13). The positions of genes are changed.
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In the immune system, antibodies strongly stimulated by the pathogen undergo an in-
tensified mutation process. The process of hypermutation involves modifying the antibody
genes with varying frequency. In the hypermutation procedure, the better solutions re-
main unchanged, while the weak solutions are modified. In the hypermutation procedure,
schedules are assessed using Equation (11) and the hypermutation index h is assigned
to antibodies [66]. The antibodies are mutated at a different frequency depending on the
hypermutation index h:

h =


0, if FF(u)r ∈ 〈FF(u)r,min, FF(u)r,min + ∆)

1, if FF(u)r ∈ 〈FF(u)r,min + ∆, FF(u)r,max − ∆)
2, if FF(u)r ∈ 〈FF(u)r,max − ∆, FF(u)r,max〉

(12)

∆ =
(

FF(u)r,max − FF(u)r,min
)

/3 (13)
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where: u—antibody, FF(u)r,min—antibody with the minimum value of the fitness function
(11) in generation r; FF(u)r,max—antibody with the maximum value of the fitness function
(11) in generation r; ∆—threshold of the hypermutation index.

The hypermutation index h = 0 is assigned to the best antibodies that remain un-
changed. H = 2 is assigned to the worst antibodies. For h = 2, the mutation procedure is
performed twice. In the mutation procedure, gene n is selected from the range 2, N− 1
and replaced with adjacent genes. The direction of the shift of gene n is also selected
(Figure 14).
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2.1.3. Control Parameters of the MOIA

The likelihood of failure when challenged with a new pathogen is increased in the
case of a small number of different antibodies. A small number of different solutions
make it difficult to escape from the path to the local optima. The diversity and quality
of the antibodies can be controlled by mechanisms based on the temperature threshold,
stimulation threshold and suppression threshold. In the multi-criteria search space, the
search direction is selected using the mechanism based on the temperature threshold
in order to increase the chances of obtaining antibodies recognizing the pathogen. The
diversity of antibodies is controlled by mechanisms based on stimulation and suppression
thresholds to prevent premature convergence of solutions to the local optimum.

In the immune system, the pathogen is only destroyed by the collective power of
many antibodies. If the diversity of antibodies is insufficient, the effectiveness of the
immune system′s response to the pathogen is reduced. Antibodies that recognize the
pathogen are solutions in the neighborhood. A wide variety of solutions is maintained in
the neighborhood reduction strategy. Similar or identical solutions are possible, but in a
limited number.

Similar antibodies are identified in the stimulation mechanism. Let antibody uk
belong to neighborhood NG(uk). The necessary condition of membership of antibody
uk+1 to neighborhood NG(uk) is (14). The similarity of two solutions is determined by an
affinity threshold value (affthres). The higher the affthres is, the longer Hamming distance
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between two antibodies can be, and two antibodies uk and uk+1 are classified to be similar
(Equation (14)).

uk+1 ∈ NG(uk)⇒ |uk+1, uk| < affthres (14)

The affinity threshold depends on the size of the scheduling problem—the number
of production jobs. The greater the number of production tasks, the greater the distance
between the best and worst solutions. The affinity between two antibodies uk and uk+1 is
measured using Hamming distance HD (15). The HD is computed as a number of positions
whose bits b are different for two antibodies:

HD|uk+1, uk| =
B

∑
b=0

(
ub

k+1 − ub
k

)
(15)

A modified Hamming distance is applied in Equation (16). The modification is due to
the chromosome coding method where each gene encodes a task number as a bit substring.
Let q be the length of the substring s for which the compared bits are complementary, q ≥ 2.
The sum of the complementary bits is increased by the length of each substring 2q giving
the degree of affinity (Equation (15)):

mHD|uk+1, uk| = HD + ∧s ∑q
b=0 2q (16)

For chromosomes described by uk+1 = [1110 0110 1011 0010] and uk = [1100 1010 0111
0010] (Figure 15), the number of changes is equal to the number of tasks minus 1. Assuming
the chromosomes are cyclic, the degree of affinity (Equation (16)) is computed for each
gene change. Finally, the degree of affinity obtains the maximum value of mHD achieved
for the first gene change. The affinity degree between antibodies uk+1 and uk is equal to 27
(Table 3).

The coefficient of antibody stimulation stimthres by other solutions is computed
using (17):

stimthresk = stimthresk + 1 if |uk, uk+1| < affthres (17)

In the suppression process, solution uk is removed if stimthres is greater than a
predefined value of the suppression threshold supthres. The balance between the diversity
and quality of solutions is maintained using stimulation and suppression mechanisms.

2.1.4. The Multi Objective Immune Algorithm

In the MOIA, the pathogen is represented by the affinity function (Equation (11))
and the antibodies are represented by the schedules obtained for the flow shop problem.
The artificial immune system has two stages: exogenous and endogenous activation.
Exogenous activation is stimulated by the temperature parameter in the presence of the
pathogen, which drives the defense response of the immune system. This phenomenon
is used to obtain a promising search direction (vector of criteria weights) in the space of
multi-criteria solutions.

Endogenous activation includes the processes of antibody maturation, stimulation,
and suppression. These phenomena are used to obtain promising solutions (schedules) in
the immune memory (in the first immune response). Solutions are improved in the process
of the second immune response due to the presence of the same or a similar pathogen.
Steps of the MOIA are presented in Figure 15.
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Table 3. The example of computing the degree of affinity between uk+1 and uk.

uk+1 [1110 0110 1011 0010]
uk [1100 1010 0111 0010]

HD [0010 1100 1100 0000]
mHD =5 + 22 + 22 = 13

uk+1 [1110 0110 1011 0010]
the first gene change uk [1010 0111 0010 1100]

HD [0100 0001 1001 1110]
mHD =7 + 22 + 24 = 27

uk+1 [1110 0110 1011 0010]
the second gene change uk [0111 0010 1100 1010]

HD [1001 0100 0111 1000]
mHD =7 + 24 = 23

uk+1 [1110 0110 1011 0010]
the third gene change uk [0010 1100 1010 0111]

HD [1100 1010 0001 0101]
mHD =7 + 22 = 11

In step 1, the DNA library is encoded. In step 2, the process of generating antibodies
is started by a random selection of genes from the DNA Library.

In step 3, the best vector of criteria weights is found. A promising direction of the
search is the vector of weights for which the best initial population is obtained. The criteria
weight vectors are selected randomly. The population mean quality (Equation (18)) is
calculated using the scalar fitness function SFF (Equation (19)) and the selected weight
vector. Equation (20) is verified in each generation of the endogenous activation for the
promising weight vector selection. The advantage of searching for the best weight vector is
the reduction of the computation time. Step 3 is omitted if the decision maker prioritizes
the criteria (a constant vector of weights).

_
F

r
=

∑K
k=1 SFF(uk)

r

K
(18)

SFF(u)r = v1 ·
C(u)r

C(u∗)r + v2 ·
T(u)r

T(u∗)r + v3 ·
G(u)r

G(u∗)r + v4 ·
E(u)r

E(u∗)r , (19)

_
F

r
<

_
F

mintemp
(20)

where: uk—antibody k, k = (1,2, . . . , K),
_
F

r
—average quality of population r,

_
F

min
—minimum

value achieved for F.
In step 4, the initial population IP is divided into four sub-populations, Θ1 . . . Θ4.

Heuristic procedures are used to supply three sub-populations: the LPT, EDD and RIPS.
The initial population (IP) is also copied to create sub-population Θ5. In each sub-
population, antibodies are decoded into schedules and evaluated using the single criterion
(Equations (7)–(10)) for Θ1 . . . Θ4, respectively and Equation (11) for Θ5. Antibodies are
selected randomly to create a matching pool in each sub-population. In sub-populations
Θ1 . . . Θ4, Position-Based Crossover is applied. Next, the elite selection procedure is carried
out. Better individuals undergo Insertion Mutation and also the elite selection procedure is
performed. All chromosomes undergo the maturation process. The hypermutation opera-
tor is used for generating a new offspring in sub-population Θ5. Next, the elite selection
procedure is carried out in the process of antibodies’ maturation in sub-population Θ5.

In step 6, after combining sub-populations Θ1 . . . Θ4 into a new initial population,
similar antibodies are identified. Antibody uk+1 belongs to the N(uk) if the affthres between
uk and uk+1 is less than or equal to stimthres.
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The neighborhood reduction is performed in step 7. A number of similar antibodies
belonging to the N(uk) are controlled. In the suppression process, solution uk+1 is removed
from neighborhood N(uk) if stimthres is greater than a predefined value of supthres.

The elite selection is carried out between two sub-populations: IP* and a new popula-
tion for FF to create a new IP**.

The best solution is copied into the immune memory (IM) in each generation. In the
secondary immune response, the neighborhoods of the memorized solutions are searched
for better local solutions. The following mutation operators are used for a local search: SM,
IM, REM. The fitness function (Equation (11)) is used for the selection pressure. The best
solution from the memory, is the optimal or near to Pareto optimal solution, for the search
direction achieved in step 3 or predefined by the decision maker.

3. Results and Detailed Discussions

Computer simulations were run for input buffer sizes equal to 10, 11, 12, 13, 14
and 15. Six simulation experiments were performed for each of the input data of the
flow shop system. The production system consisted of 10 machines with given costs for
energy consumption for operation, setup, shutdown and standby. Routes of production
tasks were predefined. Production task completion dates and a penalty for delays or
premature completion were also randomly assumed. Priority of objective function for
makespan function C(u) equaled 0.3, total delay of tasks T(u) equaled 0.2, cost of tardiness
or premature execution of tasks G(u) equaled 0.2 and cost of energy consumption of
machines E(u) equaled 0.3. Data on process routes were based on previous research [56,57].
Deadlines of the processes were randomly selected.

Computer simulations were performed with the following MOIA input parameters:
population size for the multi-criteria optimization problem (popsize) equaled 40, number
of iterations for the endogenous population (endcond) equaled 10, number of iterations for
the exogenous population (exogcond) equaled 4, maximum number of genes mutated by
the hypermutation process (numgenes) equaled 2, affinity threshold (affthres) equaled 50,
suppression threshold (supthres) equaled 3.

The observation and the analysis of sensitivity of the process, counting successive
successfully processed tasks, to changing “input” parameters of the system, such as in-put
buffer size n, setup times α, and shutdown times β, may provide useful information for
optimization of the flow shop operation. The observation and the analysis of sensitivity of
the process was performed for the types of flow: serial, parallel and serial–parallel.

3.1. The Influence of Interarrival Time on Criteria for the Serial-Parall Flow

First, we investigated the effect of λ on the makespan before the fixed time epoch, T.
Let us observe this characteristic after T = 250 (min), taking predefined values of processing
times µ, setup times α, and shutdown times β. Computer simulations were run for six
different values of λ of two successive tasks, namely {9, 8, 7, 6, 5, 4} (min) and maximum
system capacity N = 15. The results of the experiment are visualized in Figure 16. As one
can observe, as λ increases the arrival intensity decreases. In addition, a slight change
in the number of incoming tasks increases the makespan criterion more and more for
the serial–parallel flow (Figure 16a). The cost of energy consumption increases with
the number of orders accepted for execution (Figure 16b). The tardiness or premature
execution criterion increases with the number of tasks from 10 to 14. The cost of tardiness or
premature execution is reduced for tasks from 10 to 13 (Figure 16c). These phenomena can
be explained by the stochastic nature of the immune algorithm. Each simulation increases
the chance of getting a better solution. For each scheduling problem, timely schedules are
achieved except 14 × 10 (Figure 16d). Timeline criteria should be prioritized to increase
the likelihood of achieving non-delayed schedules. Scalar fitness function (Equation (19))
decreases with the increasing number of incoming tasks (Figure 16e). The SFF depends on
the worst solutions achieved by the MOIA. The decreasing SFF value means that the worst
quality solution improves with the increase in the number of incoming orders.
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Figure 16. The influence of arrival intensity on (a) makespan, (b) cost of energy consumption, (c) cost of tardiness or
premature execution, (d) total delay of tasks, (e) scalar fitness function for the serial–parallel flow.

3.2. The Influence of Setup Times on Criteria for the Problem 15 × 10 and the Serial–Parallel Flow

Let us investigate the impact of an increase of setup times α on criteria: makespan,
total delay of tasks, cost of tardiness or premature execution of tasks, cost of energy
consumption of machines for the flow shop system 15 × 10. Take T = 250 (min), N = 15,
and observe the system for six different increases of α, namely α + 1, α + 2, α + 3, α + 4,
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α + 5 and α + 6 (min). The makespan criterion increases with increasing α (Figure 17a).
The cost of energy consumption increases with setup times (Figure 17b). The interesting
phenomena concern α + 3 and α + 4, where the increased setup times do not increase the
energy consumption cost. This proves that the MOIA is efficient in achieving cost-effective
schedules. The tardiness or premature execution criterion increases with α (Figure 17c).
The cost of tardiness or premature execution is strongly related to the total delay of tasks
(Figure 17d). Non-delayed schedules are only achieved when increasing setup times with 1
(Figure 17d). Scalar fitness function (Equation (19)) increases with setup times (Figure 17e).
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Figure 17. The influence of setup time α on (a) makespan, (b) cost of energy consumption, (c) cost of tardiness or premature
execution, (d) total delay of tasks, (e) scalar fitness function for the serial–parallel flow for scheduling problem 15 × 10.

3.3. The Influence of Shutdown Times on Criteria for the Problem 15× 10 and the Serial–Parallel Flow

Let us examine the impact of increasing shutdown times β on the criteria: makespan,
total delay of tasks, cost of tardiness or premature execution of tasks, cost of energy
consumption of machines for the flow shop system 15 × 10. Take T = 250 (min), maximum
size of the buffer N = 15 and observe the system for six different increments of β, namely
β + 1, β + 2, β + 3, β + 4, β + 5 and β + 6 (min). As can be seen, any increase in β has
very little effect on the makespan criterion (Figure 18a). The cost of energy consumption
increases with shutdown times (Figure 18b). Interesting phenomena is for {β + 2, β + 3}
and {β + 4, β + 5}, where the extension of shutdown times does not increase the cost
of energy consumption. The MOIA achieves the same cost-effective schedules, even
with increased shutdown times. The measurement of delay or premature execution does
not increase with β (Figure 18c), taking into account the best achieved schedules. Non-
delayed schedules are achieved for all extensions of downtime (Figure 18d). The scalar
efficiency function (Equation (19)) decreases with increasing downtime (Figure 18e). These
phenomena demonstrate MOIA’s ability to achieve profitable schedules.

3.4. The influence of Interarrival Time on Criteria for the Serial Flow

Here, the effect of different values of λ of two successive tasks on performance and
cost-effective criteria for the serial flow of a batch accepted for execution is examined. Let
us observe this characteristic after T = 250 (min), assuming predefined values for processing
times µ, setup times α, and shutdown times β. Computer simulations were performed for
six different values of λ, namely {9, 8, 7, 6, 5, 4} (min) and the maximum system capacity
N = 15. The results of the experiment are presented in Figure 19. It can also be noted that a
slight change in the number of incoming tasks increases the makespan criterion more and
more for the serial flow (Figure 19a). The cost of energy consumption increases with the
number of orders accepted for execution (Figure 19b). The tardiness or premature execution
measurement increases with the number of tasks from 11 to 14. The cost of tardiness or
premature execution decreases for 15 tasks (Figure 19c). The cost of tardiness or premature
execution is strongly related to the total delay criterion. Schedules are unfeasible because
tasks are delayed for each scheduling problem (Figure 19d). A decreasing SFF value means
that the worst quality solution improves with an increase in the number of incoming orders
(Figure 19e).
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Figure 18. The influence of shutdown times β on (a) makespan, (b) cost of energy consumption, (c) cost of tardiness or
premature execution, (d) total delay of tasks, (e) scalar fitness function for scheduling problem 15 × 10.
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Figure 19. The influence of arrival intensity on (a) makespan, (b) cost of energy consumption, (c) cost of tardiness or
premature execution, (d) total delay of tasks, (e) scalar fitness function for the serial flow.

3.5. The Influence of Interarrival Time on Criteria for the Parallel Flow

Here, the effect of different values of λ of two successive tasks on performance and cost-
effective criteria for the parallel flow in batch production is examined. Let us observe this
characteristic after T = 250 (min), assuming predefined values of processing times µ, setup
times α, shutdown times β. Computer simulations were performed for six different values
of λ, namely {9, 8, 7, 6, 5, 4} (min) and the maximum system capacity N = 15. The results of
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the experiment are presented in Figure 20. In addition, one can note that a slight change
in the number of incoming tasks increases the makespan criterion more and more for the
parallel flow (Figure 20a). The cost of energy consumption increases with the number of
orders accepted for execution (Figure 20b). The same cost-effective schedules are achieved
for λ = {6, 7}. Theoretically, the tardiness or premature execution measurement increases
with the number of tasks executed in the production system (Figure 20c). However, the
same quality schedules achieved for number of tasks n = {10,11,12} can be noticed. These
phenomena also prove the ability of the MOIA to achieve cost-effective schedules. For each
scheduling problem and parallel flow, timely schedules are achieved (Figure 20d). The
decreasing value of the SFF together with the increase in the number of incoming tasks
also demonstrates the ability of the MOIA to achieve good quality schedules (Figure 20e).
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Figure 20. The influence of arrival intensity on (a) makespan, (b) cost of energy consumption, (c) cost of tardiness or
premature execution, (d) total delay of tasks, (e) scalar fitness function for parallel flow.

4. Summary Discussion of the Results

In Section 3, each experiment was discussed in detail for the sake of clarity of the paper.
In this section is a summary of the discussion. Comparing the effect of different values of λ
of two successive tasks on performance and cost-effective criteria for the parallel, serial
and serial–parallel flow the following conclusions can be drawn:

• The parallel flow of arriving tasks achieves the minimum values of makespan criterion
(range from 109 to 170 (min)) (compare Figures 16a, 19a and 20a). The serial flow
of arriving tasks achieves the worst quality schedules (range from 122 to 210 (min))
(Figure 19a).

• The serial flow (Figure 19b) and serial-parallel flow (Figure 16b) of arriving tasks
achieves minimum cost of energy consumption (in range from 1050 to 1700). The par-
allel flow of arriving tasks achieves the worst quality schedules (energy consumption
cost in the range from 1280 to 1980 (min)) (Figure 20b).

• The parallel flow of arriving tasks achieves minimum values of the costs of tardiness
or premature execution (Figure 20c).

• Parallel flow and serial–parallel flow of incoming tasks achieves schedules with tasks
that are non-delayed (Figures 20d and 16d). Giving a high priority to the total delay
criterion in the vector of weights achieves schedules with tasks that are non-delayed
also for the problem 14 × 10.

• The decreasing value of the SFF with the increase in the number of incoming tasks proves
the ability of the MOIA to achieve good quality schedules (Figures 16e, 19e and 20e).

• Observation and sensitivity analysis of the process, counting successive successfully
processed tasks, to changing “input” parameters of the system, such as input buffer
size n, setup times α, and shutdown times β may provide useful information for
optimization of the flow shop operation. For example, extending the shutdown times
(by 1 to 6 min) has very little effect on makespan criterion for the serial-parallel
flow (18a).

5. Conclusions

Growing awareness of energy efficiency and sustainable development leads to a con-
stant focus on energy efficiency in production planning. In this paper, the flow shop system
with energy consumption parameters, setup and shutdown activities was considered. In
such flow shop systems, minimizing the schedule time (makespan) is tantamount to mini-
mizing energy consumption, as energy consumption is proportional to machine power and
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processing time. However, the energy consumption is only one of many factors affecting
the total manufacturing cost, and the costs of delay and storage are also important.

The computed results indicate that the proposed energy-efficient scheduling approach,
and corresponding Multi Objective Immune Algorithms, can indeed optimize the decision
target, effectively solving the problem. As the experiments show, the organization of the
production flow has a large impact on energy consumption. The lowest level of energy
consumption can be achieved with the serial–parallel flow, but with the need for additional
storage buffers and a greater likelihood of delays.

In addition, the main contributions of this paper compared to related papers [32–45],
are as follows:

• The multi-objective scheduling model has been developed that takes into account four
objectives;

• The parameters for setup and shutdown with energy consumption were incorporated
into the algorithm.

It should be noticed that, from the production manager’s point of view, the volatility of
supply and demand and stock levels throughout the supply chain, as well as energy price
changes, are important [9,10], and they will be the subject of future research. A preventive
maintenance policy is also an important issue as machine failures and unplanned downtime
severely disrupt production schedules [57].

For future work, the proposed algorithm will be tested in various planning environ-
ments such as the job shop and the open shop scheduling environment to verify its more
general applicability.

Author Contributions: Conceptualization, I.P. and A.K.; Methodology, I.P.; Software, I.P.; Validation,
I.P. and A.K.; Formal Analysis, I.P. and A.K.; Investigation, I.P. and A.K.; Resources, I.P. and A.K.;
Writing—Original Draft Preparation, I.P. and A.K.; Writing—Review and Editing, I.P. and A.K.;
Visualization, I.P. and A.K.; Supervision, I.P. and A.K; Funding Acquisition, I.P. and A.K. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was funded from the statutory grant of the Faculty of Mechanical Engineering
of the Silesian University of Technology, 10/020/BK_21/1006.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Menghi, R.; Papetti, A.; Germani, M.; Marconi, M. Energy efficiency of manufacturing systems: A review of energy assessment

methods and tools. J. Clean. Prod. 2019, 240, 118276. [CrossRef]
2. Renna, P.; Materi, S. A literature review of energy efficiency and sustainability in manufacturing systems. Appl. Sci. 2021, 11, 7366.

[CrossRef]
3. Bozek, A. Energy cost-efficient task positioning in manufacturing systems. Energies 2020, 13, 5034. [CrossRef]
4. Chung, K.H.; Hur, D. Towards the design of P2P energy trading scheme based on optimal energy scheduling for prosumers.

Energies 2020, 13, 5177. [CrossRef]
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