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Abstract

:

In this paper, a model predictive controller based on a generator model for prediction purposes is proposed to replace a standard generator controller with a stabilizer of a power system. Such a local controller utilizes an input-output model of the system taking into consideration not only a generator voltage   U g   but also an additional, auxiliary signal (e.g.,  α ,   P g  , or   ω g  ). This additional piece of information allows for taking oscillations into account that occur in the system and minimizing their impact on the overall system performance. Parameters of models used by the controller are obtained on the basis of the introduced black-box models both for a turbine and a synchronous generator, parameters of which are estimated in an on line fashion using a RLS method. The aim of this paper is to compare the behavior of the classical generator control system with a power system stabilizer and a model predictive control with an additional feedback signal. The novelty of the paper is related to the use of the predictive controller instead of the classical controller/stabilizer system and its possibility of stabilizing the power system. Contrary to the solutions found in the literature, which are commonly-based on a fuzzy logic approach, the authors propose the use of an adaptive model predictive controller, which takes advantage of the knowledge concerning the plant in the form of a model and adapts itself to the operating point of the system using the model parameters estimation mechanism. Moreover, the adaptive predictive controller, unlike other solutions, automatically adjusts signal levels to changes in the plant. The proposed solution is able to calculate the best control signal regardless of whether these changes of the plant are caused by a change in the operating point, or resulting from operation, e.g., wear of mechanical parts.
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1. Introduction


1.1. Power Generation Problem at Large


Today, the development of the society depends strongly on the quality of generation and supply of the electrical energy. The growth rate of economies of particular societies is mirrored by the expected level of generation of the electric power. As such, a continuously-increasing demand on growing efficiency of power plants is observed, as well as on the improvement in the quality of the quality of energy. In order to enable the readers to identify the scope of the word plant, common for control-oriented researchers, and occluded here by the power plant subject, it has been decided to refer to the plant to-be-controlled, in general, by simple ‘plant’, and, whenever the power plant needs to be related to, it has been left as ‘ppower plant’ in the remaining part of the paper. Currently, the power system in Poland is mostly based on coal-fired power plants, the share of which in the total electricity production in 2020 was over 70% (46.97% hard coal and 24.93% lignite) [1]. According to the Energy Policy of Poland until 2040 [2], the generation system is to undergo a complete transformation. The goals set in the national energy and climate plan [3] make it necessary to reduce the environmental impact of an energy sector, especially in terms of emissions of pollutants and greenhouse gases, and, moreover, to increase the share of renewable sources in the total energy production in the energy sector. The publication of Best Available Techniques conclusions (BAT) [4], in 2017, was a milestone in reducing the impact of conventional energy on the environment by introducing tight limits for emission for huge combustion plants. It contributed to the extensive modernization of flue gas treatment systems in the field of dust removal, denitrification, and flue gas desulfurization, also involving significant investment costs for energy companies.



In the coming years, Transmission System Operator (in Poland, PSE S.A.) anticipates a significant number of shutdowns of conventional sources, not only due to the end of the limit operation time of power units but also due to the potential failure to meet the emission requirements contained in the BAT conclusions [5].



In the Forecast of Peak Demand for Power in 2016–2035 [2], it is estimated that, in years 2016–2040, the cumulative volume of decommissioning of Centrally Dispatched Generating Units will reach even 15 GW. The consequence of these steps would be a significant reduction in CO   2   emissions from fuels combustion, but, on the other hand, this forecast presented against the background of growing demand for electricity indicates a serious threat to the energy security of the power system due to the deepening deficit of installed power in the system and the loss of high-power units operating stably as a base load power plant.



As an example, a serious accident at the Bełchatów Power Plant, which took place on 17 May 2021, can be mentioned here. The Bełchatów Power Plant, based on lignite combustion, currently operates on the basis of 12 power units with a total installed power of 5.1 GW and, at the same time, is responsible for covering up to 20% of the total electricity demand in the National Power System. On the day of the failure, as a result of an erroneous switching operation at the power station, resulting in a single-phase short-circuit on the 400 kV line, 10 out of 11 operating power units with a total capacity of 3.9 GW were out of service. Due to the significant loss of power, the effects of the failure were observed in the continental Europe power systems, i.e., the registered frequency decrease in the system rated −158 mHz, which caused the dynamic response of the automatic frequency control systems (primary reserve) [6]. Thanks to the availability of spinning reserve of national units, peaking power plants and interventional cross-border exchange, it was possible to restore stable parameters of the system, without the need to introduce emergency restrictions and supply levels. The conclusions from the failure indicate the legitimacy of continuous improvement of the automatic control systems of generating units not only in emergency conditions but also to ensure their safe operation in normal conditions, with particular emphasis on the quick response of the unit control systems to sudden load changes.



The aforementioned shutdowns of generating units, planned for subsequent years, necessitate the need to plan a new energy mix, conditioning:




	
replacing the capacity of withdrawn sources in the power system,



	
taking over the role of sources working as a base load power plant,



	
covering the expected increase in demand, and



	
consistent reduction in the energy sector of the impact on the environment.








Therefore, according to Energy Policy of Poland, until 2040 [2], it is planned to introduce a greater number of power plants based on natural gas but, above all, a sweeping development of renewable energy sources (RES) and the introduction of nuclear energy. According to the Polish Nuclear Power Program, published in 2020 [7], the first power block of the nuclear power plant is to be commissioned in 2033. Increasing the share of gas power and stations and combined cycle power plants in the generation structure is important for balancing the power system, due to the high flexibility of work. The dynamic development of RES is to concern primarily photovoltaics and off-shore wind farms, and a gradual increase in installed capacity is expected–from 18% in 2015 to approximately 40% in 2030 and 50% in 2040. On the one hand, growing share of RES leads to CO   2   emissions diminution from the energy sector, but it also has negative consequences. Photovoltaics or wind farms are unstable sources in power systems, with large fluctuations in the generated power, with simultaneous priority access to the grid. Such sudden changes in generation from renewable energy sources are associated with the need to control sudden changes in voltage and frequency by generating units of conventional, gas, or nuclear units. The ongoing changes in energy transformation force the necessity to adapt the automatic control systems of generating units to meet the new challenges that will appear in the next years in the Polish Power System.



The subject of nuclear power plant operation discussed in the literature largely covers the issues of the nuclear fuel cycle for PWR reactors [8] or fourth generation reactors (GT-MHR) [9], as well as the issues of reactor operation safety. Nevertheless, from the point of view of the safe operation of a nuclear power plant, the issue of the operation of nuclear power plants in the power system under normal conditions, as well as the response of the control systems to sudden load changes in the system, is also relevant.



Generally, when the safety of nuclear power plant operation is endangered, for example, as a result of dynamically progressing changes in frequency and voltage leading to a failure in the power system, from the point of view of generation capacity defense and stable operation of the reactor, the nuclear power plant will be shut down in an emergency. The priority task is to ensure the operation of the reactor core cooling systems in such a way that the reactor and turbine can be safely shut down during the loss of all external power sources, as well as the operation of turbine rotators, and operation of lubricating and sealing oil pumps; therefore, nuclear power plant units are equipped with backup, emergency power systems, most often based on Diesel generators. Under conditions of a system failure with progressive voltage changes, in the automatic mode of the main generator voltage regulator, the generator will respond to voltage changes, changing the reactive power generation. The undervoltage protection guarantees safe operation of the nuclear power plant switching station and individual elements of the technological system (auxiliary equipment), in order to protect the reactor cooling water pumps, because the lack of cooling may damage the fuel elements and release radioactive material into the environment [10].



In Reference [11], the authors emphasized the legitimacy of installing energy storage systems to improve the stability of the system and supporting the control systems of turbine sets, as a result of the simulations of the system with a large share of RES. The impact of disturbances in the power system with a large share of RES on the operation of the control systems of a nuclear power plant operating with the PWR reactor is presented in the paper [12]. In the simulations, the properties of Flexible AC Transmission Systems (FACTS) devices, e.g., static synchronous compensator (STATCOM) and static var compensator (SVC), were used to improve the stability of the grid operation, which allowed for an efficient and quick response of turbine regulators in a nuclear power plant to progressive load changes. The regulation system based on Multiband Power System Stabilizer (MBPSS) in combination with STATCOM voltage regulation systems was characterized by a much higher effectiveness of regulation and oscillations suppression, compared to regulation based on generic power stabilizer system (GPSS) in tandem with SVC. Furthermore, in Reference [13], the authors pointed out that the growing share of RES in the installed capacity in the power system reduces the rotational inertia available so far in conventional units. The authors pointed to the need to increase the flexibility of operation of nuclear power plants as an opportunity to improve the stability of the power system in response to disturbances by using their inertia.




1.2. Generator-Related Control Problem


Standard generator control systems consist of an excitation controller constituting a series of lead-lag blocks, an additional system stabilizer module and a number of limiters and safety systems [14]. The system stabilizer is a supplementary system that implements an additional feedback loop to ensure more effective damping of voltage oscillations appearing in the power system. These circuits typically consist of one or more lead-lag tracks and may use different input signals, e.g., shaft speed, terminal frequency, and power [14]. In the paper, the authors consider the use of a Model Predictive Controller (MPC) in the voltage regulation task of a synchronous generator. The proposed solutions are aimed at stabilizing the voltage and minimizing its oscillations. Due to the existing relationship between the frequency of the voltage and its amplitude, these goals are contradictory. The faster the controller reacts to voltage changes and the faster it stabilizes them, the greater the oscillations become. Therefore, an attempt was made to expand the MPC solution with additional signals to diminish this phenomenon. In classic generator control systems, an additional system stabilizer system is used for this purpose. In order to avoid the introduction of an additional circuit, a similar effect is obtained by using the additional power system stabilizer, and, to take full advantage of the advanced model-based control method, it was decided to feed the MPC controller with an additional auxiliary signal. This allows, as in the case of the proportional integral derivative controller (PID) plus Power System Stabilizer system, to take into account the information about the influence of the control signal on the formation of oscillations. As in the case of classic system stabilizers, the addition of an extra feedback loop should reduce the occurrence of a negative oscillation phenomenon.



The generator control system is a subject of an ongoing research; see, e.g., References [15,16,17,18,19,20,21,22,23,24,25,26,27], where modern control strategies are analyzed, including such approaches as fuzzy logic control, swarm algorithms, or H   ∞   robust control.




1.3. Existing Methods to Control Generators


The necessity to take changes in generator operating conditions into account is most often manifested by the use of fuzzy/switched excitation control or by the use of a system stabilizer system operating on the basis of fuzzy switching mechanisms. In Reference [15], authors replace the PID controller by a Takagi–Sugeno one for the excitation system, whereas, in Reference [16], a fuzzy logic power system stabilizer (FLPSS) is proposed, i.e., the authors use the fuzzy logic algorithms to calculate the auxiliary signal of the power system stabilizer. Reference [17] compares the results received from the simulation with the classical excitation control structure with results from a fuzzy controlled system. In Reference [17], the micro-controller based fuzzy control system is proposed. In Reference [18], the authors propose the complex approach of a fuzzy excitation control system (FECS), which takes into account both the automatic voltage regulator (AVR) and the power system stabilizer (PSS), making the solution more complex. In Reference [19], the stability improvements that can be achieved by using fuzzy logic in both the voltage control and system stabilizers loop are analyzed. Authors of Reference [20] introduce non-linear functions to the excitation’s fuzzy controller and analyze the accuracy of the voltage control and the stabilization capabilities of the solution. In Reference [21], different types of a fuzzy system stabilizers are compared. A monograph [21] shows all possible applications of the fuzzy logic in power system, including excitation and power system stabilization. Authors of Reference [24] combine fuzzy logic with neural networks to tune the parameters of the PID excitation controller. Reference [25] shows a similar approach, but, instead of FL-NN pair, the authors use fuzzy logic with particle swarm optimization (PSO) to tune parameters of a PID controller.



In most cases, solutions using fuzzy logic (Takagi–Sugeno fuzzy model) calculate the system stabilizer correction signal (also based on an auxiliary signals, such as  ω  or   ω ˙  ), which is then used by the generator controller. In contrast, the proposed solution involves replacing the entire regulator-stabilizer pair with only one controller responsible for both functions: that of the controller and of the system stabilizer. The article proposes the solution based on not only improving one of the components on the system but, rather, on complete change in the approach to generator control. There are also solutions using feedforward mechanisms,   H ∞   robust controllers, or those that use computational intelligence, i.e., swarm algorithms [22,23,24,25,26]. In References [22,23], the authors use swarm intelligence to tune parameters of the control system. In Reference [26], the authors focus on the robustness of the    H ∞    controllers. Some works [24,25], as mentioned above, combine other techniques with fuzzy logic that is most commonly proposed in the excitation control studies.




1.4. Motivation


Among the disadvantages of the approaches previously discussed, one can list computational complexity, the need to have a model for batch calculations, and the impossibility of using it in real time when changing the model, as opposed to the parallel identification or adaptation proposed in the paper. Contrary to the systems proposed in the literature [15,16,17,18,19,20,21,27], it is proposed to change a soft-switchable fuzzy controller prepared for various operating points to a model predictive control system (MPC controller). To maintain the ability to adapt to a point of operation, it is proposed to use a model with parameters adapted to operating point changes. The operating point is understood as the change of power with which the generator works. Due to the magnetic saturation, which is one of the sources of model non-linearity, the generator parameters may change over time (other reasons might include operational changes, e.g., mechanical wear of elements). Thanks to an online estimation, mechanism model parameters keep following changes in the object, which makes the model always up-to-date. It is also proposed to expand the system with the possibility of using additional information, such as rotational speed, electrical power, or turbine’s control valve opening. These changes are to increase control quality in a wide range of generator operating point changes. A synchronous generator is a non-linear object, the parameters of which–and, therefore, also its behavior–depend on its state (change of rotational speed, degree of magnetic saturation). Therefore, the control system selected optimally at one time may not work optimally in other conditions. Thanks to the continuous monitoring of changes in the plant and the continuous updating of the model, the proposed control system adapts and changes its behavior according to the changes. In order to take into account the above behavior and minimize the voltage oscillations appearing in the system, the paper proposes the use of MPC adaptive predictive control with the auxiliary signal.




1.5. The Proposed Solution


Embedding the optimization task to the stabilizer results in obtaining superior performance of the system. However, the optimization-based techniques are usually computationally complicated, as mentioned above, though still attractive, solutions. As far as typical application to power system stabilizers are concerned, one can find a standard application of a PID controller to such a case in the literature, or even separate controllers to stabilizer and generator. However, as known, they require both proper tuning, cannot exchange information effectively, and offer decoupled control. In order to overcome this problem, optimization techniques are incorporated, using learning techniques. Among these, one can find neural network approach, which offers superior performance at the cost of tedious training sessions, selection of multiple parameters and structure of the network, and, in addition, lack of applicability in the control regime required [28]. On the other hand, one can use genetic algorithms, such as in Reference [29]. These, however, require offline calculations and are inapplicable in real time. Moreover, genetic algorithms may be trapped inside a local minimum. The case considered in the paper is tackled by a quadratic programming approach, and the problem itself is formulated as a quadratic programming, thus forming a convex optimization problem, in which a solution can be easily obtained, and offers global characteristics [30].



The potential limitations of the proposed approach are model availability and computational burden. Firstly, by using estimation techniques, adaptive features are obtained, and the knowledge concerning the model is gained in an online fashion, to remove the first potential drawback. Secondly, modern QP solvers offer remarkable precision and speed; see, for example, GUROBI, MOSEK, or CPLEX from the Yalmip package [31]. In addition, as known from event- or self-triggered MPC approaches, systems tolerate less frequent updates from MPC-related controllers; thus, possible bottleneck of the MPC approach is eliminated in this way, offering a huge advantage over neural-, fuzzy-, or genetic-like approaches [32].



The methods to improve generator control quality, as well as the quality of the electrical energy, which is fed to the power system, are the main novelty of the paper. In order to ensure this improvement, a couple of assumptions must be made. The first assumption is that the synchronous generator’s classical excitation control system can be replaced with a model predictive controller (MPC) which utilizes the model of the generator with the parameters estimated on-line. This assumption was verified in our previous research [33]. Additionally, an auxiliary input to the MPC controller was used in the form of the information concerning either speed, electrical power, or the steam-turbine control valve opening. The purpose of this piece of information injection was to exert a stabilizing action of a power system stabilizer–commonly used with the classical control structure–in the model predictive control system. The additional aim was to increase the damping ratio in the power system and to increase the electric power quality.



The paper is a continuation of research on predictive control in a power plant. Previous work concerned the analysis of turbine and generator control systems using fuzzy logic [34,35], gain scheduling [36], MPC control [37], and DMPC (Distributed MPC) predictive control [33]. The presented results are an extension of previous works by a detailed analysis of the behavior of the generator controller and an additional system stabilizer module proposed as a single model predictive controller with an additional input.




1.6. Contribution and Structure of the Paper


Classical excitation control systems are usually composed of the Automatic Voltage Regulator (AVR) and the Power System Stabilizer (PSS). They are built from dynamical compensating elements with integral or derivative characteristics, and the PSS aim is to introduce an additional feedback correction loop over the control system. The visible advantage of this solution is the simplicity of application, as well as its fast reaction. Today, though, it is possible to use the well-developed microprocessor techniques to implement a more sophisticated control algorithms, e.g., the proposed predictive approach with simultaneous model identification in an online fashion. This makes traditional approaches unattractive. Moreover, in order to improve the classical stabilizers, multi-input structures are used now with multiple signal transmission paths, to give the advantage of self-tuning stabilizers over classical ones. In the paper, the increase in implementation complexity of the system, as a multiple input-multiple output with a cross connections system, is simply replaced by increase in complexity of calculations, which can be reduced by using fast digital systems and powerful solvers.



To sum up, the main contribution of the proposed research can be summarized as follows:




	
adding adaptation features to a continuous monitoring framework,



	
MPC approach to obtain optimal interplay between actions exerted on a plant and on a generator due to the introduction of the auxiliary signal, to minimize oscillations in the system, and



	
detailed analysis of the behavior of the generator controller and an additional system stabilizer module proposed as a single model predictive controller with an additional input.








It is to be borne in mind that only a sub-element of the turbine-generator control system is addressed in the paper and, at the same time, is a part of a distributed system of cooperating regulators in a power plant.



The paper is structured as follows: Section 2 presents the description of the problem, while Section 3 gives some details about a classical structure of the generator controllers, and the proposed model predictive controller is presented. All simulation tests and results are shown in Section 4, and the final section, Section 5, includes the summary of the research.





2. Problem Description


In a nuclear power plant, the energy released during the reaction of uranium nuclei in the fuel is converted into thermal energy, which is transferred to the coolant. Then, the heat energy of the coolant in the primary circuit is transferred in the steam generator, where it is used to convert the feed water into steam. Its internal energy is partly used to heat the water in the thermal system, and the rest is converted into kinetic energy for the rotation of the turbine. The kinetic energy, on the other hand, is further converted into electricity in the generator and transferred to the power system.



Due to the fact that power plants as a part of power system are systems of critical infrastructure, it is problematic to conduct experimental research with the use of a real plant. In addition, the situation is getting more difficult by the fact that there is currently no nuclear power plant working in Poland operating in the power system (PS), which could constitute a source of measurement data for the purposes of analysis; moreover, data from facilities operating in other countries are difficult to access. Due to the limited access to the real object defined in this way, for the purposes of this paper, it was decided to create a virtual plant in the form of complex, non-linear models of the turbine and generator, which take into account the greatest possible amount of details of the turbine set (non-linear nature of components, cooperation with the power system, and heat cogeneration). In order to compare the obtained results with the actual behavior of the nuclear unit, the models were built using the available data from the first Polish nuclear program in Żarnowiec. Based on such data, a virtual plant was developed in the form of a simulation model of the 4CK-465 turbine and the GTHW-600 generator operating in the interconnected power system [38]. As the first nuclear power plant of the VVER type (which was never completed) was being built in Poland in the years 1982–1989, many studies and scientific materials were prepared for this purpose. Based on these documents, containing a description of the operating parameters of the planned devices, and on the basis of models of other turbines and generators of this class, it is possible to develop appropriate mathematical models for further research. These models were verified by comparing the obtained results with the results obtained for other generators/turbines and with the operating parameters tables included in the studies of the planned power plant in Żarnowiec [38,39]. Moreover, the energy transformation in Poland, assuming up to 50% share of renewable sources in the installed capacity in the power system, is associated with the risk of frequent fluctuations in the generated power, which will consequently force quick and flexible responses of the automatic control systems of power units of planned nuclear power plants.




3. Model & Methods


3.1. Classical Generator Control


The classical control system of the generator consists of an excitation controller, which changes the excitation voltage    E f  d   that keeps the value of the voltage of the generator on a set value. There is also the power system stabilizer (PSS) in the considered control system which, on the basis of the information concerning the active power (  A g  ), corrects the set point value (reference voltage   U  g , ref   ) fed to the generator’s controller, in order to eliminate the oscillations in the active power delivered to the power system, as a result of the operation of the excitation controller (see Figure 1).



PSS is a part of an additional control loop. It adds a correction signal to the generator’s excitation controller using supplementary signal from the plant. As this auxiliary input signal for a power system stabilizer speed, voltage frequency or electrical power output can be used [14] (Figure 2).



The IEEE 421.5-2005 standard [14] describes numerous generator excitation controllers (e.g., the ST1A controller) and power system stabilizers [14] that form a simple PSS1A stabilizer to a complex double-input PSS7C. The control systems listed in IEEE 421.5-2005 consist of a number of lead-lag blocks; see Figure 2 and Figure 3.



Additionally, apart from the relationship between the excitation voltage   E  f d    and the generator voltage   U g  , there is a relationship between the rotational speed in   ω g   and the voltage   U g   in the plant. This means that all rotational speed disturbances have an influence on the voltage value and must be compensated by an appropriate variation in the excitation voltage. Thanks to the additional information about the change in rotational speed, it is possible to better react to these changes. Due to the fact that the rotational speed is equal to the rotational speed of the turbine (common shaft) and, at the same time, also translates into the power transferred to the power system, it is possible to use a number of other substitute signals, i.e., active power of the generator, voltage frequency, or a change in the turbine power (e.g., opening angle of the control valve).



The classical generator control system consists of an excitation controller (PID-based), in which the task is to keep the generator voltage constant, and a system stabilizer, which, by correcting the set-point (the value to which the object is to be brought by the controller), minimizes power oscillations caused by the operation of the excitation controller.



In the paper, as a simple background for the analyzed MPC controllers, the classical generator control system was adopted. The standard [14] describes more complex structures, but they are all based on integral-derivative blocks with constraints; therefore, as a simple excitation controller, a PID controller was used, with an addition of a lead-lag module constituting a simple power system stabilizer.



The proposed new solution must cooperate with the existing structure and must both cooperate with the existing structure and ensure an equally high level of safety. Apart from the generator itself, the classical structure of generator control system (Figure 4) consists of the excitation and excitation control system, and the system stabilizer discussed in the article, as well as a whole series of limiters and protections. This structure is designed to maintain the generator voltage set point, while ensuring the plant’s operational safety and in such a way that it can replace classical solutions in accordance with the existing elements of the power system control. In order to be able to easily change the existing solutions to the proposed solutions, an identical structure of the control system with an excitation controller and an additional signal from the plant was adopted; see Figure 1. Thanks to this, the proposed solution uses exactly the same connections, and only the internal implementation differs from classical solutions using different control algorithms, see Figure 5.



The following subsections will describe the technologies used, i.e., recursive least squares method (RLS) and predictive control (MPC).




3.2. Recursive Least Squares Method


As the parameters of the object change during operation, it is necessary to modify the model to make it correspond to reality. For this purpose, the predictive control algorithm proposed in the paper was extended to include online model identification. Identification is a series of activities aimed at defining the mathematical description of the considered real plant (plant model). Unlike modeling, identification is based not on the laws of physics and known mathematical relationships but on experimental measurements of the quantities characterizing the inputs and outputs of an object [41]. On this basis, the interrelating relationships between them are determined, creating an object model. The identification result may be a non-parametric model (a model without parameters, e.g., in the form of a graph resulting from a spectral analysis) or a parametric model (defined by a set of parameters). The aim of parametric identification is to obtain a parametric model that describes the object dynamics well enough. The broad concept of identification covers many activities aimed at obtaining an unambiguous model, such as: designing the experiment, determining the model structure, selecting the identification method, estimating parameters, and verifying the model obtained [6]. A concept narrower than the concept of identification, and included in it, is the concept of estimation, which is a process aimed at obtaining model parameters similar to the real parameters of the object with the assumed accuracy. Obtaining parameters equal to the real parameters of a perfect model is possible only under specific conditions, the determination of which is necessary when designing the experiment and determining the structure of the model. In order to obtain compliant estimates (values of model parameters), i.e., corresponding to the actual parameters of the object, it is necessary that the structure of the model corresponds to the structure of the object, which is not always true (e.g., by reducing the model’s order to simplify the calculations). In such a case, the obtained estimation error will not converge to zero, regardless of the number of analyzed samples. Another important problem is the appropriate selection of the input signal at the design stage of the experiment. In order to obtain compatible parameters, assuming identical structures of the model and the object, it is necessary that the input signal is sufficiently exciting to enable precise determination of the object dynamics on the basis of the obtained samples. In order to estimate the parameters of complex objects, an appropriately complex input signal capable of obtaining sufficient information on the dynamics of objects is necessary. White noise–having non-zero values at all points of its spectrum–is an ideal input signal for parameter estimation. The problem that arises in this case is the implementation of complex signals and the limited possibility of using them on real objects, in situations where a given signal is not physically possible to implement, or if its implementation would lead to, e.g., dangerous situations. In the case of cooperation with the controller, the estimation takes place under the feedback conditions that affect the form of the input signal, which also limits the possibility of obtaining an arbitrary input signal.



It follows that the design of the experiment and the selection of the appropriate model structure are an important element of the identification process. When selecting the model class, it is necessary to pay attention to [6]:




	1.

	
Flexibility, that is, extending the model in such a way that it is able to describe the largest possible family of objects, i.e., the model has a sufficient number of parameters to describe the complex dynamics of identified objects.




	2.

	
Economy, the greatest possible simplification of the model and the number of parameters in order to avoid a situation in which several models with a given structure can describe the considered object, which leads to ambiguity, and also affects the extension of the calculation time.




	3.

	
Algorithm complexity, which has a significant impact on the time of its implementation.









The next step, after selecting the model structure, is to define the methods of parameter estimation. There are many methods of parameter estimation, such as: least squares method, gradient method, instrumental variable methods, maximum likelihood method, and others [42]. Only the first method was used in this work, namely the Least Squares method, particularly its recursive version (Recursive Least Squares (RLS)).



It is necessary to clarify the distinction between estimation methods into recursive methods and batch methods. Batch methods are methods that use a ready-made dataset when all data is available in advance, before proceeding with parameter estimation. Recursive methods, on the other hand, consist of the continuous updating of the obtained result with new measurements flowing in on a regular basis. Because the topic of this work is the synthesis of a controller capable of adapting to changing conditions, it is necessary to apply methods that can update the values of model parameters on an ongoing basis in the event of their change. For this purpose, it is possible to use recursive online methods performed in real time, or cyclical estimation with batch methods. Initial, one-time estimation before starting the controller’s operation would not be able to take changes into account taking place in the facility. Due to the fact that the implementation of batch methods requires the storage of a significant amount of information about the previous values of the inputs and outputs of the object, a recursive method working online was selected for the implementation.



In general, for a typical ARX or ARMAX model [43] with a vector of unknown parameters    θ ̲  ∈  R n   ,   y t   as the output signal sample,   u t   as the input, and   ξ t   as the disturbance sample, and on the basis of the so-called regression model


      y t  =  φ ̲    t T   θ ̲  +  ξ t   ,     



(1)




the RLS algorithm is as follows:


       θ ^  ̲    t     =      θ ^  ̲     t − 1   +  k ̲    t   ε t   ,     



(2)






      k ̲    t     =     P t   φ ̲    t  =    P  t − 1    φ ̲    t    1 +  φ ̲    t T   P  t − 1    φ ̲    t     ,     



(3)






     P t    =      P  t − 1   −    P  t − 1    φ ̲    t   φ ̲    t T   P  t − 1     λ +  φ ̲    t T   P  t − 1    φ ̲    t     ·  1 λ   ,     



(4)






     ε t    =     y t  −  φ ̲    t T    θ ^  ̲     t − 1    ,     



(5)




with   P t   as a covariance matrix,    k ̲    t    as a gain vector,   ε t   as a prediction error, and, finally,   0 ≪ λ ≤ 1   as a forgetting factor. On the basis of a proper use of this algorithm, subject to additional potential requirements in the form of, e.g., exciting signal order, the estimates are obtained.



The proposed black-box model for the generator’s QDMC controller purposes, in the form of a discrete-time model, is presented with following structure [33]:


      U g   ( k )     =     ∑  j = 1  n  a  ( j )   U g   ( k − 1 − j )  +  ∑  j = 1  n  b  ( j )   E  f d    ( k − j )  +  ∑  j = 1  n  c  ( j )  X  ( k − j )  ,     



(6)




where a, b, c are generator’s model parameters which are obtained using the RLS method, and X is an additional, auxiliary, external input.



In the paper, four different external auxiliary inputs X are considered:




	
0—no additional external auxiliary input is used,



	
 ω —generator’s rotational speed,



	
  P g  —generator’s active power, and



	
 α —turbine’s control valve opening degree (this signal can be exchanged between turbine’s and generator’s controllers without any additional measurements).








For further details on application of this model, please consult the next subsection. The full model of the generator can be found in Reference [36], whereas its discrete-time description can be found in Reference [33].



The last stage of the identification process is verification, which, in this case, consists of comparing the responses of the model and the object to the same input signal. On this basis, the estimation error is calculated, which is a measure of the accuracy of mapping the real object by the mathematical model. The model can be considered as representing the reality well if the obtained error is equal to zero or falls within the accepted error limits (if, for example, due to the structure not corresponding to the structure of the object, it is not possible to achieve zero error). The verification of the operation of the implemented RLS algorithm is presented in References [33,37,44], and a sample set of estimated parameters is presented in Figure 6.




3.3. Model Predictive Control


Typical generator control system was described in Section 3.1. In this paper, instead of typical integral-derivative blocks of the controller, the Quadratic Dynamic Matrix Control (QDMC) variant of an MPC controller for the purpose of control of a synchronous generator is suggested [45]. In order to obtain an improved quality in the closed loop system, i.e., the quality in a control loop binding the turbo-generator, one needs to introduce, to some extent, that exchange of information between the quadratic dynamic matrix controller and the environment form an additional signal, i.e., rotational speed  ω , active power   P g  , or steam turbine’s control valve opening degree  α . Furthermore, to cope with constantly changing operation point (the specific state of the facility in which it is located during operation) of the system, model adaptation using recursive least squares (RLS) algorithm is proposed.



Despite the fact that MPC control has become a standard method, it is not used in a larger scale in the power industry and in power plants control systems [46]. Changing the standard solution based on PID control allows one to take into account the knowledge of the plant during the control process and, thus, to efficiently optimize this process. One of the main advantages on the MPC-based solution is the possibility of taking all the plant-related constraints into account [47]. In addition, the operation of the MPC controller can be influenced by selecting appropriate parameters, i.e., control horizon, prediction horizon, or sampling period. Thanks to this, the behavior of the controller can be shaped in such a way as to best suit the requirements, e.g., quick control or smooth control without oscillations. As part of the research, the requirements for the excitation control system were analyzed, and the impact of changing the controller parameters on meeting these requirements was verified. The obtained results are presented in the article.



The diagram of the solution with the MPC controller and parameter estimation (RLS) is shown in Figure 7.



This solution will be compared to the solution with a simple PID controller, including a standard stabilizing unit in a power system (Figure 8), which is a simplification of a commonly used standard (implemented as an integral-derivative block). It is to be stressed that, despite the prior selection of a PID structure, the superior results have been obtained for no derivative action. In order not to narrow the scope of the discussion, the PID reference in the figures has been left. The proposed solution will be eventually compared with the solution in the form of a simple PID-driven system, including a standard stabilizing unit in a PSS; see Figure 8. For the system presented in this figure, the considered PID controller is fed with the generator’s voltage error and updated with the action exerted by a system stabilizer. There are many different structures of system stabilizers with different parameters [48]. Each of them can give different results and a different quality of control. Nevertheless, one of the simplified control systems was adopted so that it could constitute a comparative background for the proposed solutions.



The linear model of the process is used in a classical QDMC method taking its non-parametric model of a step response model in order to predict its future behavior [45,49]. The following equations can be easily traced back to the book of J. Maciejowski, as they are related to building a composite response to non-zero initial conditions and non-zero input on the basis of the superposition rule [47]. Taking a classical representation for the system with multiple (s) inputs and multiple (r)outputs, related to measured signals, one can introduce the following (7):


    y ̲    k + 1 ∣ k   =   y ̲    k + 1 ∣ k − 1   + A Δ   u ̲    k   +   y ̲    k + 1 ∣ k  d  ,  



(7)




where the sample number is denoted as k, the conditional information about the future sample is denoted as    y ̲    k + 1 ∣ k    and calculated on the basis of the information available at instant k, and    y ̲    k + 1 ∣ k    denotes a   r p  ×  1   vector connected to the evolution of the future output available at sample   t = k   in p steps ahead (8):


      y ̲    k + 1 ∣ k     =      [  (  y  1 ( k + 1 ∣ k )   , … ,  y  r ( k + 1 ∣ k )   )  , … ,  (  y  1 ( k + p ∣ k )   , … ,  y  r ( k + p ∣ k )   )  ]  T  ;     



(8)




next,    y ̲    k + 1 ∣ k − 1    denotes a   r p  ×  1   vector connected to the unforced output sequence (with control signal held at its current prior value) (9):


               y ̲    k + 1 ∣ k − 1   =   [  (  y  1 ( k + 1 ∣ k − 1 )   , … ,  y  r ( k + 1 ∣ k − 1 )   )  , … ,  (  y  1 ( k + p ∣ k − 1 )   , … ,  y  r ( k + p ∣ k − 1 )   )  ]  T   ,     



(9)







  Δ   u ̲    k     denotes a   s m  ×  1   is a sequence of control signal updates in m steps ahead (10):


  Δ   u ̲    k   =   [  ( Δ  u  1 ( k )   , … , Δ  u  s ( k )   )  , … ,  ( Δ  u  1 ( k + m − 1 )   , … , Δ  u  s ( k + m − 1 )   )  ]  T  ,  



(10)




and    y ̲    k + 1 ∣ k  d   denotes a   r p  ×  1   vector of the estimated disturbances, which simply boil down to the difference between the true signal values and the free response of the model, with  A  as a   r p  ×  s m   dynamic matrix comprising step response samples of the multiple-input multiple-output system (11):


  A =       a ¯  1    0   0   ⋯   0       a ¯  2      a ¯  1    0   ⋯   0     ⋮   ⋮   ⋮   ⋱   ⋮       a ¯  p      a ¯   p − 1       a ¯   p − 3     ⋯     a ¯   p − m + 1       ,  



(11)




with every entry    a ¯  i   being a   r  ×  s   matrix with   r  ·  s   coefficients comprising step response information. Each matrix    a ¯  l   consists of all the step responses (12) [50]:


    a ¯  l  =      a l 11     a l 12     a l 13    ⋯    a l  1 s        a l 21     a l 22     a l 23    ⋯    a l  2 s       ⋮   ⋮   ⋮   ⋱   ⋮      a l  r 1      a l  r 2      a l  r 3     ⋯    a l  r s       ,  



(12)




where   a l  r s    are the coefficients of the step response in the sampling instant l, between input s and output r (which are usually calculated iteratively).



In order to calculate the optimal control signal update vector   Δ   u ̲    k    , the solution to the QDMC problem is found at every step k [45,49]


      min  Δ   u ̲  k        J =   [   y ̲   k  ref  −   y ̲   k + 1 ∣ k   ]  T  Γ  [   y ̲   k  ref  −   y ̲   k + 1 ∣ k   ]  +   [ Δ   u ̲  k  ]  T  Λ  [ Δ   u ̲  k  ]  ,        s . t .         y ̲  min   ≤    y ̲    k − 1 ∣ k    ≤    y ̲  max  ,        Δ   u ̲  min   ≤  Δ   u ̲    k    ≤  Δ   u ̲  max  ,          u ̲  min   ≤    u ̲    k    ≤    u ̲  max  ,     



(13)




with    u ̲    k    being a   s m  ×  1   vector of control signals up to m steps ahead


       u ̲    k   =   [  (  u  1 ( k )   , … ,  u  s ( k )   )  , … ,  (  u  1 ( k + m − 1 )   , … ,  u  s ( k + m − 1 )   )  ]  T  ,     



(14)




and a square diagonal   Γ > 0   comprising weights of control signals, and   Λ ≥ 0   defining penalizing coefficients for control signal updates. The notation from Table 1 is used for the described model.



The constrained QP problem in (13) is used to obtain the optimal control signal updates, with the first entries of the optimal control vector implemented to exert control over the plant. Subsequently, the solution procedure to the optimization problem is sought again, to abide a receding horizon methodology.



A proper choice of the sampling period is found according to the documentation of the GTHW-600 generator [38], with the dominating time constant estimated at    T ^  = 0.0017  s   (with generator’s time constants smaller in comparison to those of the turbine). As a result, sampling with   T = 0.00001  s   satisfies the engineering rule to have at list 10 sample hits per the major time constant, to possibly minimize the possibility to give rise to errors in simulating dynamical models. By doing so, one avoids typical problem related to averaging feature of the predictive controller. In order to abide by this rule, the prediction horizon will be in the range of   10 ÷ 20   (tuning of the prediction horizon will be discussed later on), which relates to times in the span of   0.0001 ÷  0.0002  s  .



The structure of functionality of synchronous generator’s QDMC is presented in Figure 9. The optimized controllers need only the time response model, estimated on the basis of a black-box model, in a real time, whenever operating points of the set of a turbo-generator change. For this purpose, the recursive least-squares method is adopted [51], on the basis of the data originating from the measurements.



The structure of the model used during the identification was selected on the basis of a complex, non-linear model of the power plant’s turbine-generator set. Based on the analysis of the plant, the 7th order of the model was adopted [33], which should reflect the object dynamics. Using the RLS method, the parameters of the (6) discrete input-output model were identified.



Unfortunately, the QDMC algorithm uses a non-parametric object model in the form of a step response characteristic; thus, the actually identified model () data had to be used for recalculation purposes at each control step based on the said discrete model (Figure 9).



The whole procedure of calculating the step response model for the proposed QDMC controller can be described as follows:




	1.

	
Determining the structure of the discrete input-output model (6).




	2.

	
Identification of model parameters at each step of the algorithm operation (RLS, Section 3.2).




	3.

	
Calculation of the step response model based on the current discrete model at each step of the algorithm operation.




	4.

	
The use of the step response model in the algorithm of the MPC controller.









The number n of consecutive black-box model samples (Equation (6)) has been selected ad hoc to be   n = 7   with relation to the order the model of the turbine-generator set in the most complex model path (  α →   U g   ). The order has been chosen to mirror the trade-off between the simplicity of the model, building the overparametrized model. The selected order is a result of summing up the orders of all the elements of the system, i.e., a steam turbine (2) [40] and the order of the synchronous generator (5) [52]. As per the use of the auxiliary signal in the considered model, the final order of the model has been selected to be equal to 7, to capture all the properties of the system.



On the other hand, the QDMC algorithm is based on solving the quadratic programming problem (QP), which, using modern numerical methods and fast computers, can be solved online during the operation of the turbo-generator set.



As for the QP problems considered, let us present one of the effective strategies to tackle the problem out, namely the active set method. For the optimization problem with a quadratic term


       min   x ¯  ̲      x ̲  T  A  x ̲  +   b ̲  T   x ̲  + c              s . t .     a ̲    bound , i  T   x ̲  =  b  bound , i     ( i = 1 ,  2 ,  … ,  p )   ,               a ̲    bound , i  T   x ̲  ≤  b  bound , i     ( i = p + 1 ,  p + 2 ,  … ,  m )   ,     








an improved solution is sought:


    x ̲   ( k + 1 )   =   x ̲   ( k )   + α   d ̲    x   ( k )    .  











Some inequality constraints in the current solution    x ̲   ( k )    might be active and form the so-called active set, related to the indices


   W  ( k )   =  1 ,  2 ,  … ,  p  ∪  i :   a ̲    bound , i  T    x ̲   ( k )   =  b  bound , i   ,  i = p + 1 ,  p + 2 ,  … ,  m   .  











The descent direction can be identified from


       min   d ̲   ( k )         x ̲   ( k )   +   d ̲    x   ( k )    T  A    x ̲   ( k )   +   d ̲    x   ( k )    +   b ̲  T     x ̲   ( k )   +   d ̲    x   ( k )    + c              s . t .     a ̲    bound , i  T     x ̲   ( k )   +   d ̲    x   ( k )    =  b  bound , i     ( i ∈  W  ( k )   )       








or from


       min   d ̲   ( k )         d ̲    x   ( k )    T  A   d ̲    x   ( k )   +   2 A   x ̲   ( k )   +  b ̲   T    d ̲    x   ( k )                s . t .     a ̲    bound , i  T    d ̲    x   ( k )   =  b  bound , i   −   a ̲    bound , i  T    x ̲   ( k )    = 0  ( i ∈   W  ( k )   )  .      











Having introduced the following:


    g ̲   ( k )   = 2 A   x ̲   ( k )   +  b ̲  ,   A bound  =   [   a ̲    bound , 1  T  ,    a ̲    bound , 2  T  ,  … ]  T  ,  i ∈  W  ( k )   ,  








the final optimization problem is obtained


       min   d ̲   ( k )         d ̲    x   ( k )    T  A   d ̲    x   ( k )   +     g ̲   ( k )    T    d ̲    x   ( k )                s . t .    A bound    d ̲    x   ( k )   =  0 ̲   .      











On the basis of the KKT conditions for such a problem, the sought direction of improvement satisfies


       2 A     A  bound  T       A bound    0           d ̲    x   ( k )        λ ̲      =      −   g ̲   ( k )         0 ̲       .  











As per     a ̲   bound , i  T    d ̲    x   ( k )   < 0   violating no constraints, the step length is obtained from


       α   a ̲   bound , i  T    d ̲    x   ( k )   ≤  b  bound , i   −   a ̲   bound , i  T    x ̲   ( k )    , i ∉   W  ( k )    ,      α   =     min     a ̲   bound , i  T    d ̲    x   ( k )   > 0   i ∉   W  ( k )       1 ,     b  bound , i   −   a ̲   bound , i  T    x ̲   ( k )       a ̲   bound , i  T    d ̲    x   ( k )       .     











On the basis of the values of the Lagrange multipliers, inactive constraints are eliminated, and the rest of them form the so-called active set. Summing up, the steps are as follows:




	(1)

	
obtain     g ̲   ( k )   = 2 A   x ̲   ( k )   +  b ̲   ;




	(2)

	
solve



       2 A     A  bound  T       A bound    0           d ̲    x   ( k )        λ ̲      =      −   g ̲   ( k )         0 ̲       ;




	(3)

	
if     d ̲   ( k )   =  0 ̲   , proceed to the last step; otherwise, proceed to the next step;




	(4)

	
calculate the step length


  α =  min     a ̲   bound , i  T    d ̲    x   ( k )   > 0   i ∉   W  ( k )       1 ,     b  bound , i   −   a ̲   bound , i  T    x ̲   ( k )       a ̲   bound , i  T    d ̲    x   ( k )       ,  








and add the active constraint to the active set whenever   α < 1  ;




	(5)

	
improve the solution


    x ̲   ( k + 1 )   =   x ̲   ( k )   + α   d ̲    x   ( k )    ,  








and substitute   k : = k + 1   and proceed to Step 1; and




	(6)

	
check the sign of the Lagrange multipliers for inequality constraints: stop the algorithm if no multiplier is nonnegative; otherwise, remove the constraint corresponding to the largest positive multiplier and proceed to Step 2.









Currently, research is carried out to implement real-time predictive control algorithms with the use of microcontrollers or programmable FPGA gate arrays (References [53,54,55]). The results obtained so far allow us to state that the proposed solution is feasible, as well as that the distributed DMPC control system of the nuclear power plant turbine set is possible to implement and work in real time.





4. Simulation Test Results


During the simulation test studies, the developed synchronous generator’s control algorithms were verified. The analysis of the QDMC control system, which was considered in the course of the research, was performed using a predictive controller instead of the classical (according to the IEEE standard) controller of the generator. MPC controllers with a different additional signal each were compared with a simplified PID + PSS solution.



Five different cases were identified to be of interest:




	
  MPC α  —an MPC controller with turbine’s control valve opening  α  as an external auxiliary input,



	
  MPC ω  —an MPC controller with rotational speed  ω  as an external auxiliary input,



	
  MPC  P g   —an MPC controller with active power   P g   as an external auxiliary input,



	
  MPC 0  —an MPC controller without any external auxiliary input, and



	
  PID + PSS  —a simple controller based on PID and a simple system stabilizer.








As previously stated, each of the aforementioned signals allows for taking into account indirectly changes in rotational speed in the generator voltage control algorithm. These signals differ in the availability of measurements and in dynamics. The change of the control valve opening set-point is a signal from another controller, so it is available without additional measurements, while the speed and power are available by measurement. On the other hand, these measurements allow for determination of the actual change in speed causing disturbances in the voltage waveform. The set point for valve opening causes the speed to change; so, it is a signal with completely different dynamics. However, it is assumed that, due to the fact that the MPC controller has a model of the plant, it is able to take into account the dynamics of the turbine and correctly use this information. Such a set of signals was selected in order to verify the solution with the use of classical signals (rotational speed, power) and, at the same time, to verify the possibility of using a signal coming not from the measurement but from another control system for the purposes of cooperative control (valve opening set-point) [33]. As the background, for the comparison purposes, systems without an additional auxiliary signal and the classical PID + PSS solution are used (Figure 8).



Parameters of particular controllers have been altered and applied for the simulation purposes to the system to examine its performance. In Simulink, and in order to estimate the value of the cost function, a gradient-based solver has been used. The integral of squared error (ISE) and the integral of squared error multiplied by time (ITSE) were used as objective functions, defined as follows:


   f ISE  =   ∫   t 0    t f    x   (  P  g ,  ref   −  P g  )  2  + y   (  U  g ,  ref   −  U g  )  2  + z   (  ω  g ,  ref   −  ω g  )  2   d t ,   



(15)






       f ITSE  =   ∫   t 0    t f    u   (  P  g ,  ref   −  P g  )  2  t + v   (  U  g ,  ref   −  U g  )  2  t                +  w   (  ω  g ,  ref   −  ω g  )  2  t  d t ,     



(16)




where:



  P g  ,   P  g ,  ref   —active power and active power set point.



  U g  ,   U  g ,  ref   —RMS voltage and RMS voltage set point.



  ω g  ,   ω  g ,  ref   —angular speed and angular speed set point.



  x , y , z , u , v , w  —weights (for   P g  ,   U g  ,   ω g  , for ISE and ITSE, respectively).



t—simulation time.



  t 0  ,   t f   define the time span to calculate ISE/ITSE performance indices.



The ISE performance index allows for determination of the size of the error in time (integral), as well as finding a solution that minimizes the total error and comparing the solutions due to the total control error that occurs during their operation. The ITSE criterion, additionally, allows for assessment of the accuracy of stabilization, taking into account the stabilization time, increasing the error weight with time. In contrast to the ISE criterion, which is the integral of the square of the error, it allows for taking into account not only the amplitude of the disturbances but the rate of their suppression; time is also used as a weight.



The selection method of controllers’ parameters is briefly presented in Figure 10. In order to obtain the optimal values for the gains of the controller, namely   K p  ,   K i  ,   K d  ,   T i  ,   T d  , and   T 1  ,   T 2   for a simple power system stabilizer, the gradient algorithm has been run over a 100 of iterations with a random initial guess [35]. In the case of the MPC controller, the control horizon was set to   s = 1   sample as the plant is non-linear, and the model is changing online with the simulation. The aim of reducing the control horizon is to reduce the error caused by the uncertainty of the model. The prediction horizon was changed during the simulation in range   10 ≤  p T  ≤ 23  . The horizon greater than 10 was chosen due to the loss of stability at lower values. From this value, the horizon was increased by analyzing the change in quality indices, up to the value of 23, at which the quality indices started to decrease.



Table 2 shows the ISE calculated for different prediction horizons   p G   (the control horizon in all cases was equal    s G  = 1  ), together with different values of the turbine’s MPC control horizon   p T   (wit the control horizon    s T  = 1  ). To find the minimum of the ISE, taking into account the behavior of the turbine (connected with the generator by a common shaft) and the generator, an extensive search, including 112 simulations, was performed (without any additional tuning optimizations procedures [56]).



Additionally, one more experiment was performed to check if, for the different types of the auxiliary input, different values of the prediction horizon should be chosen (Table 3 and Table 4). Based on this results, it was decided to use the same prediction horizon for all the cases, as the differences are negligible.



The parameters resulting from the aforementioned experiments are collected in the Table 5.



During the experiments, it was established that the changing prediction horizon for different MPC controllers (with a different additional input) does not influence the performance; thus, for all further experiments, the same set of parameters was used.



The change of the power set by the power disposition was chosen as the test case. It is a case of normal operation of a power plant block, in which the control systems stabilize the voltage and frequency of the voltage (  U g  ,   ω g  ) in order to maintain its quality, and the power (  P g  ) demand changes due to the connection/disconnection of loads.



The test experiment consisted in a step change of the active power set point value by 10% every 20 s of the simulation. There are restrictions on control signals   α ∈  [ 0 , 100 ]  ,   E  f d   ∈  [ − 0.1 , 0.1 ]   . Figure 11, Figure 12, Figure 13 and Figure 14 and Table 6 present the results of the simulation tests. A detailed description of the experiment can be found in Reference [37]. According in Reference [57], p. 23, Table 4, which defines parameters for active power frequency response, the admissible dead-zone secures the case of neglectful oscillations visible in the figures. Besides, the amplitude of oscillations virtually vanishes for the un-zoomed case of the plot.



The developed predictive controller ensures superior maintaining the set trajectory of the generator voltage in comparison to the PID + PSS controller and also takes into account the limitations existing in the model. The MPC regulator stabilizes the voltage value better, but—due to the relationship between the voltage value and the rotational speed of the generator—it causes larger oscillations of the rotational speed (voltage frequency). PID + PSS is, therefore, better at damping oscillations but at the cost of voltage stabilization. Among the considered MPC regulators, the lowest ISE/ITSE value was achieved for the solution using the turbine’s control valve opening as an auxiliary input  α . This signal is the only one available without measurement and can be sent directly from the turbine regulator to the generator regulator. Although the use of the MPC controller increases the oscillation in relation to the classic controller, the use of an additional input allows for reduction of this effect. The obtained results (influence of the auxiliary input, influence of the use of the turbine’s control valve opening signal) will be used in the continuation of research on cooperative DMPC control [33], in which individual control systems exchange information about the calculated control signals.



The conducted tests, the results of which are presented in the paper, also prove the validity of using the QDMC controller in place of the typically used controllers based on integral-derivative blocks with system stabilizer, with no visible increase in the computational burden, as a single decision at a single sampling instant takes milliseconds (and can be reduced using an analytic solution to the MPC problem instead of solving a quadratic programming problem in every step), and fully enables one to use it in the real time, as it is the order of the magnitude of the smallest time constant of the generator.




5. Conclusions


By extending the model used in the MPC control, it is possible to include an additional signal extending the controller’s knowledge of the plant. Due to the existing relationship between the voltage and the rotational speed of the generator, adding  α ,  ω ,   P g   signals allows for taking this relationship into account when calculating the control signal. In this way, it is possible to take into account the function of the system stabilizer, i.e., minimizes the oscillations of the active power delivered to the power system caused by the operation of the excitation controller. The results of the simulation tests confirm the influence of the additional control signal on the occurrence of power and voltage oscillations, and the use of various additional signals allows for achievement of different dynamics of the controller. Especially useful and promising is the turbine’s control valve opening  α . Due to the fact that the control valve opening signal is calculated by the turbine controller and is directly available from the computer system level (without additional measurements or estimation), it was used in Reference [33] as an additional signal when exchanging information between the two QDMC controllers of the turbine and the generator (DMPC distributed model predictive controller of a turbine-generator set).



As standard PID-based control systems are used, these can be extended with an additional element in the form of a system stabilizer used to minimize the oscillations appearing in the power system. In order to improve the efficiency of this systems, more complex ones, consisting of a greater number of I or D blocks, or built with a greater number of parallel paths, are proposed. The literature suggests, e.g., solutions based on fuzzy logic [15,16,17,18,19,20,21]. The authors propose a different approach in the form of the MPC controller, taking the operation of the system stabilizer, thanks to an additional input signal, into account. This solution complements the research on the distributed control of the turbine-generator unit [33]. The presented considerations constitute the basis of the distributed predictive control scheme proposed in earlier research with the auxiliary signal exchanged between the control systems. The aforementioned turbine-generator set’s control system will be a prelude to further research.
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Figure 1. Structure of the classical generator control system. 
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Figure 2. Excitation controller ST1A [40]. 
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Figure 3. System stabilizer PSS1A [40]. 
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Figure 4. Standard synchronous generator control structure [14]. Considered parts of the system marked in gray (the controller and the power system stabilizer). 
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Figure 5. Generator’s control structures: (a) classic structure, (b) fuzzy logic controller, (c) model predictive controller. 
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Figure 6. Model parameters estimated using RLS. 






Figure 6. Model parameters estimated using RLS.



[image: Energies 14 06631 g006]







[image: Energies 14 06631 g007 550] 





Figure 7. Structure of a QDMC controller with RLS model estimation. 
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Figure 8. Structure of PID with a simple system stabilizer. 
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Figure 9. Model calculation for the generator QDMC controller [33]. 
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Figure 10. Tuning of controllers’ parameters. 
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Figure 11. Electric power (set active power step). 






Figure 11. Electric power (set active power step).



[image: Energies 14 06631 g011]







[image: Energies 14 06631 g012 550] 





Figure 12. Generator voltage (set active power step). 
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Figure 13. Angular speed (set active power step). 
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Figure 14. Excitation voltage (set active power set step). 
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Table 1. Integral quality indices.






Table 1. Integral quality indices.





	outputs
	    y ̲  =  [  P g  ,   U g  ,   ω g  ]    
	power, voltage, frequency



	set values
	     y ̲  ref  =  [  P  g , ref   ,   U  g , ref   ,   ω  g , ref   ]    
	reference power,

constant set voltage

and frequency values



	control signals
	    u ̲  =  [ α ,   E  f d   ]    
	control valve opening,

excitation voltage



	constraints
	  α ∈ [ 0 , 100 ]  ,    E  f d   ∈  [ − 0.1 , 0.1 ]   
	minimum/maximum:

valve opening (0–100%),

excitation system voltage (  ± 10 % )  
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Table 2. MPC tuning (ISE) (  ×  10  − 2    ) in function of the turbine’s (  p T  ) and generator’s (  p G  ) QDMC controller’s prediction horizon.






Table 2. MPC tuning (ISE) (  ×  10  − 2    ) in function of the turbine’s (  p T  ) and generator’s (  p G  ) QDMC controller’s prediction horizon.





	     p G  \  p T     
	40
	41
	42
	43
	44
	45
	46
	47





	10
	2.4387
	2.3790
	2.4315
	2.5688
	2.7062
	2.9677
	3.2324
	3.7393



	11
	2.0458
	1.9942
	2.0383
	2.1829
	2.3395
	2.5497
	2.8270
	3.1587



	12
	1.0768
	0.9138
	1.6176
	1.8004
	1.9839
	2.2141
	2.4476
	2.7803



	13
	0.9638
	0.7808
	0.6702
	0.6220
	1.6392
	1.8816
	2.1633
	2.4560



	14
	0.9500
	0.7409
	0.6182
	0.5472
	0.5179
	0.5505
	1.8418
	2.1968



	15
	0.9486
	0.7307
	0.5993
	0.5207
	0.4783
	0.4673
	0.5076
	1.9037



	16
	0.9495
	0.7288
	0.5900
	0.5067
	0.4619
	0.4432
	0.4552
	0.5451



	17
	0.9509
	0.7288
	0.5867
	0.4990
	0.4517
	0.4308
	0.4383
	0.4871



	18
	0.9534
	0.7300
	0.5862
	0.4956
	0.4446
	0.4231
	0.4287
	0.4721



	19
	0.9571
	0.7320
	0.5870
	0.4940
	0.4401
	0.4173
	0.4226
	0.4646



	20
	0.9614
	0.7346
	0.5886
	0.4942
	0.4380
	0.4137
	0.4186
	0.4604



	21
	0.9659
	0.7375
	0.5905
	0.4951
	0.4373
	0.4116
	0.4162
	0.4584



	22
	0.9705
	0.7404
	0.5927
	0.4967
	0.4377
	0.4107
	0.4156
	0.4583



	23
	0.9750
	0.7435
	0.5951
	0.4987
	0.4389
	0.4112
	0.4159
	0.4596
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Table 3. MPC tuning for different auxiliary signal (ISE) (  ×  10  − 3    ).
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	ISE\   p G   
	21
	22
	23





	   M P  C α    
	3.4
	3.4
	3.4



	   M P  C ω    
	3.5
	3.5
	3.5



	   M P  C  P g     
	3.5
	3.5
	3.5



	   n o n e   
	3.5
	3.5
	3.5
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Table 4. MPC Tuning for different auxiliary signal (ITSE) (  ×  10  − 3    ).
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	ITSE \    p G   
	21
	22
	23





	   M P  C α    
	0.999
	1.001
	1.003



	   M P  C ω    
	1.086
	1.086
	1.086



	   M P  C  P g     
	1.098
	1.098
	1.098



	   n o n e   
	1.087
	1.087
	1.087
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Table 5. Parameters of the controllers.






Table 5. Parameters of the controllers.















	
	    K p    
	    K i    
	    K d    
	    T 1    
	    T 2    
	
	





	PID + PSS [57]
	12.82
	29.03
	0
	0.65
	1.74
	
	



	
	   p T   
	   p G   
	   s T   
	   s G   
	T
	   d i a g (  Γ T  )   
	  Λ  



	MPC
	  45  
	22
	1
	1
	0.01
	1;1;1
	0
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Table 6. Integral quality indices (  ×  10  − 4    )—superior results marked in bold.
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ISE

	
ITSE




	
   MPC α   

	
33.76

	
10.01






	
   MPC ω   

	
   34.58   

	
   10.86   




	
   MPC  P g    

	
   34.69   

	
   10.98   




	
   MPC 0   

	
   34.59   

	
   10.87   




	
   PID + PSS   

	
   36.43   

	
   19.70   
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