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Abstract: Nowadays, Organic Rankine Cycle (ORC) is one of the most promising technologies
analyzed for electrical power generation from low-temperature heat such as renewable energy
sources (RES), especially solar energy. Because of the solar source variation throughout the day,
additional Thermal Energy Storage (TES) systems can be employed to store the energy surplus
saved during the daytime, in order to use it at nighttime or when meteorological conditions are
adverse. In this context, latent heat stored in phase-change transition by Phase Change Materials
(PCM) allows them to stock larger amounts of energy because of the larger latent energy values
as compared to the specific heat capacity. In this study, a thermal analysis of a square PCM for
a solar ORC is carried out, considering four different boundary conditions that refer to different
situations. Furthermore, differences in including or not natural convection effects in the model are
shown. Governing equations for the PCM are written with references to the heat capacity method and
solved with a finite element scheme. Experimental data from literature are employed to simulate the
solar source using a time-variable temperature boundary condition. Results are presented in terms
of temperature profiles, stored energy, velocity fields and melting fraction, showing that natural
convection effects are remarkable on the temperature values and consequently on the stored energy
achieved.

Keywords: phase change materials; thermal energy storage; Organic Rankine Cycle; solar energy;
natural convection effects; numerical simulations

1. Introduction

It is quite challenging to generate electrical power from low-temperature heat, and
nowadays, the Organic Rankine Cycle (ORC) is one of the most promising technolo-
gies studied for this purpose. Different energy sources can be employed to obtain low-
temperature heat, such as a gas turbine or an internal combustion engine. Coupling ORCs
with renewable energy sources is a promising application, especially solar energy, which
can play a key role in power generation decentralization, as in island microgrids. Another
interesting application is cogeneration for residential or industrial purposes [1–7].

The main solar energy problem is surely its variability during the day, which can
cause a mismatch between energy demand and the available heat source. To solve this
issue, additional thermal energy storage systems could be employed, storing the energy
surplus saved during the daytime, and using it at nighttime or when meteorological
conditions are adverse. This technique makes the power system more efficient, reliable
and adaptable. Moreover, TES systems are now cheaper and with a longer lifetime than
commercial batteries used to store electrical energy. Thus, a relevant solar ORCs advantage
is the opportunity to store the energy surplus in thermal form, which is not possible in
photovoltaic systems. TES works as a thermal buffer able to store the excess energy and
release it when required. Thermal Energy Systems are classified as the Sensible Heat
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Thermal Energy Storage System (SHTES) and Latent Heat Thermal Energy Storage System
(LHTESS).

In this contribution a Latent Heat Thermal Energy Storage System is employed to
store thermal energy, using a phase-change material [8]. The choice is related to the larger
potential stored energy density than sensible TES, due to the larger latent energy values
of phase-change transitions as compared to the specific heat capacity. Furthermore, the
phase transition is a quasi-isothermal process, so the integration and control of TES in the
ORC plant are quite simple. The latent heat storage can be obtained using various types of
materials: organic materials (e.g., paraffin and fatty acids), inorganic compounds (e.g., salt
hydrates), and different eutectic mixtures. The technical advantages of this technique are
unfortunately not balanced by the higher costs than sensible technologies, so for this reason
latent heat storage is still at the prototype stage. Moreover, the low thermal conductivity of
the storage materials results in too long charging and discharging time for thermal storage,
which can be reduced by adding high-conductivity materials (e.g., metals or graphite)
within the PCM.

The choice of the PCMs melting point is related to the required ORC operation tem-
perature. Zalba et al. [9] collected in a review paper different works on PCMs used in TES.
They classified various materials based on: (1) Phase change materials, (2) Heat transfer
analysis, (3) Applications. Wang and Baldea [10] studied how to improve temperature
control and energy management in cooling systems employing phase-change materials.
They introduced a new systems-centric method to PCM-based thermal management and
developed a link between PCM quantity and geometric properties, the integrated system
dynamics, and energy savings which could be achieved. They paid attention to composite
heat sinks made up of encapsulated PCM parts in a conductive matrix material as a practi-
cal implementation of PCM-enhanced thermal management. Many PCMs are characterized
by low thermal conductivity values that strongly limit the energy charging/discharging
rates. In addition, the heat exchange process improvement by means of highly conductive
materials embedded with PCMs has been already introduced in the literature [11]. Further-
more, the melting performance enhancement was studied by Nakhchi and Esfahani [12]
and by Yildiz et al. [13], introducing novel fins. Enhanced heat transfer PCM was studied
by Agyenim [14] too, with the purpose of improving the solar absorption cooling system
coefficient of performance (COP), using three different heat transfer techniques, such as
circular fins, longitudinal fins and multitube systems. Another interesting review was
written by Rostami et al. [15] on the melting and freezing processes of PCMs and nano-
PCMs. The authors firstly showed different applications of thermal storage with PCMs
and then focused on different heat transfer and phase change models. Moreover, different
numerical or analytical models related to various applications for PCMs were proposed
including or not natural convection effects. Ghasemiasl et al. [16] proposed a numerical
analysis of phase change processes in a rectangular capsule containing PCM with metallic
nanoparticles added. Hoseinzadeh et al. [17] investigated numerically rectangular thermal
energy storage units with multiple PCMs. Mosaffa et al. [18] analytically modeled the
PCM solidification in a shell tube finned thermal storage for air conditioning systems.
Kargar et al. [19] presented a numerical analysis of a novel thermal energy storage (TES)
system using PCM for a direct steam solar power plant. All these models do not consider
the natural convection effect into the PCM domains. On the other hand, natural convection
is included in other studies such as in Qi et al. [20], in which the melting mechanism and
thermal behavior of PCM in a slender rectangular cavity with flow boundary condition
were investigated. Jurćević et al. [21] proposed a numerical investigation on transient
solidification of PCM dominated by natural convection in a large domain. Gürel [22]
investigated the melting heat transfer in different plate heat exchanger systems and fi-
nally, Hajjar et al. [23] studied the Nano Encapsulated Phase Change Materials (NEPCMs)
suspension natural convection in a cavity with time-periodic temperature hot wall.

In this study, the thermal behavior of a square PCM for a solar ORC is analyzed,
considering four different boundary conditions at the PCM/ORC interface. Furthermore,
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differences in including or not natural convection effects in the model are shown. Mass,
momentum and energy equations for the PCM are written with references to the heat
capacity method, while they are solved with a finite element scheme. The solar source is
modeled with a time-variable temperature boundary condition, according to experimental
data from the literature. Results are presented in terms of temperature profiles, velocity
fields, melting fraction and stored energy.

2. Materials and Methods

The ORC needs a quite low-temperature heat source [24], so employing a medium-
temperature solar collector can be enough for this purpose. Nevertheless, a supplementing
system is necessary, due to the complexity of having a constant solar heat source and
consequently constant temperature during the day. In this context, the PCM has a key
role in storing solar energy when it is available and providing it to the ORC when the
solar heat source does not reach the desired operating temperature. Moreover, in order to
have additional process integration, a high-temperature heat pump can be employed. The
PCM-solar-assisted ORC scheme is shown in Figure 1.
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Figure 1. The Phase Change Materials (PCM)-solar-assisted Organic Rankine Cycle (ORC) scheme:
(a) sketch of the thermal system; (b) detailed boundary conditions employed in the present paper.

In this work, the maximum operating temperature assumed for the ORC fluid is about
90 ◦C. Thus, the outlet fluid temperature provided by the solar collector has to be in the
range 100–160 ◦C. For this purpose, a parabolic trough solar collector (PTSC), referred to as
an experimental study made in Tunisia was employed [25]. It consists of 39 m2 parabolic
solar collectors made up of three modules in series, with a 19.6 geometric concentration
ratio.

The collector fluid outlet temperature during the day is displayed in Figure 2, varying
from about 130 ◦C to 160 ◦C, with maximum values achieved around midday, when the
highest solar radiation is achieved. Sixth-order polynomial fits were employed to obtain an
analytical function from experimental data from [25] to use as a boundary condition for
the PCM domain.
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Figure 2. Temperature profiles during the day for Tunisia heat source [25].

Erythritol is chosen as PCM because of its melting point temperature, Tm = 122 ◦C, so,
in the range 110–130 ◦C, in fact, at these values, PCM is able to exploit the energy gain due
to the phase change. Thermophysical properties from [26,27] are summarized in Table 1,
together with melting characteristics that will be described in the following section. In this
study, variation of these with temperature are considered, and their laws during phase
change will be described later.

Table 1. PCM thermophysical properties.

PCM
ks kl ρs ρl cp,s cp,l λ Tm ∆Tm β

(W/m K) (W/m K) (kg/m3) (kg/m3) (J/kg K) (J/kg K) (kJ/kg) (◦C) (◦C) (1/K)

Erythritol 0.733 0.326 1480 1300 1350 2740 339 122 20 2.94 × 10−5

In order to obtain temperature profiles, velocity fields and stored energy, mass, mo-
mentum and energy equations for the PCM have to be solved. A 2D rectangular coordinate
system is used in the present work, with y the coordinate that is parallel to both heated
surface and gravity vector. The PCM initial temperature is below the melting point, and
during the heating, the melting front moves from the heated boundary to the opposite
one with a certain velocity due to liquid phase natural convection motions. A fixed grid
technique is employed because the melting front is not known a priori. This characteriza-
tion entails the apparent heat capacity method, which supposes proportionality of internal
energy to the temperature by means of heat capacity. Furthermore, heat capacity depends
on the PCM phase; energy equation for a 2D rectangular system can be written as:

∂(ρcp,eqT)
∂t

+

(
∂ρucp,eqT

∂x
+

∂ρvcp,eqT
∂y

)
=

∂

∂x

(
k

∂T
∂x

)
+

∂

∂y

(
k

∂T
∂y

)
(1)

where ρ is the density, u and v are the velocity components in x and y directions, respectively,
and the equivalent specific heat cp,eq will be defined later.

The transient mass and momentum equations are described as:

∂ρ

∂t
+

∂(ρu)
∂x

+
∂(ρv)

∂y
= 0 (2)

x-momentum equation:
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ρ
∂u
∂t

+ ρu
∂u
∂x

+ ρv
∂v
∂y

= −∂p
∂x

+
∂

∂x

(
−2

3
µ

[
∂u
∂x

+
∂v
∂y

]
+ 2µ

∂u
∂x

)
+

∂

∂y

(
µ

[
∂v
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+
∂u
∂y

])
− Bu (3)

y-momentum equation:

ρ
∂v
∂t

+ ρu
∂v
∂x

+ ρv
∂v
∂y

= −∂p
∂y

+
∂

∂y

(
−2

3
µ

[
∂u
∂x

+
∂v
∂y

]
+ 2µ

∂v
∂y

)
+

∂

∂x

(
µ

[
∂u
∂y

+
∂v
∂x

])
− Bv + Fb (4)

where µ is the dynamic viscosity, and p is the pressure. Buoyancy effects are described
by means of Boussinesq approximation for natural convection. B is a function used to
achieve the gradual transition from zero velocity in the fully solid state, to a finite velocity
in the fully liquid state, and it could be defined applying different methods, such as the
Carman–Kozeny equations or linear functions as described in [28–31]:

B(T) = η ∗ (1 − α(T)) (5)

where η is a very large number (107) and α(T) is the melting fraction which is equal to 0 for
the fully solid state and 1 for the pure liquid and it is described as follows:

α(T) =


0 T < Tm − ∆Tm

2

1
2 sin

[
π

∆Tm
(T − Tm)

]
+ 1 Tm − ∆Tm

2 ≤ T ≤ Tm + ∆Tm
2

1 T > Tm + ∆Tm
2

(6)

where ∆Tm is the transition from solid to liquid temperature range, which is 20 ◦C. Gen-
erally, the melting fraction function depicted in Equation (6) is modeled by means of a
linear interpolation during phase change. In this study, we use this sinusoidal function to
guarantee function continuity everywhere.

Moreover, the term Fb in Equation (4) represents the buoyance force modelled through
the Boussinesq approximation as:

Fb = ρgβ(T − Tre f ) (7)

where g is the acceleration due to gravity, β is the thermal expansion coefficient, and Tref
is the temperature reference value, assumed to be the lower limit of melting point, i.e.,
(Tm − ∆Tm/2).

As aforementioned, in this study thermophysical properties variation with temper-
ature is considered. The specific heat for the accumulation term depends on the PCM
phase, so, the specific heat curve is obtained starting from Direct Scanning Calorimetry
(DSC) of the substance, taken from the literature [32]. Thus, latent heat of fusion, melting
temperature, and melting temperature range ∆Tm can be obtained as in [31]. The specific
heat is described by the following equation:

cp,eq(T) = cp,s[1 − α(T)] + cp,lα(T) + λ
dα(T)

dT
(8)

where α(T) is the melting fraction defined in Equation (6). For the specific heat, it has
been shown that there are no relevant changes with temperature during solid or liquid
phases [26,33].

Thermal conductivity k and density ρ are described with the following laws that take
into account the solid/liquid PCM transition via the function α(T)

k(T) = ks[1 − α(T)] + klα(T) (9)

ρ(T) = ρs[1 − α(T)] + ρlα(T) (10)

where we also observe that temperature-variation of these properties when they are in
single-phase can be neglected [26,33]. The same principle is applied to viscosity. Moreover,
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the liquid viscosity change with temperature is taken into account with the following
equation, obtained by means of a non-linear regression with R2 = 0.9936 by employing data
from [33]

µ(T) = µs[1 − α(T)] + µl(T)α(T) (11)

µl(T) = Aeb/T (12)

with A = 1.592 × 10−5 Pa·s and b = 2888 K. It is noted that the function expressed in
Equation (9) is smoothed with the function α(T) during phase change, with µs = 0.0299 Pa·s
for T = Tm − ∆Tm/2. The value of µs does not affect that much the solution for the velocity
field since this is forced by Equation (5).

Four different boundary conditions at the right boundary of the domain (x = L = 0.1 m)
are investigated. These were previously resumed in Figure 1. For t = 0, all the solid PCM
temperature is assumed to be at 100 ◦C. The first is a Dirichlet boundary condition (BC
1), which can occur, for example, with very high heat transfer coefficients at the right
boundary of the domain. This could be the case of a two-phase flow tube that is in contact
with the right part of the PCM. The second and the third (BC 2 and BC 3) are Neumann
conditions, i.e., fixed heat flux and an adiabatic condition, respectively. The fixed heat
flux simulates a heat storage system which allows the PCM operation, while the adiabatic
condition simulates the PCM storing thermal energy during charging. Finally, the last
boundary condition is a Robin one (BC 4), which simulates heat given to a fluid, for
example representing the environment, which is at a slightly lower temperature than the
PCM operation point. Besides, this can be also representative of a case in which heat is
given to a heat exchanger, where the heat transfer coefficient generally refers to an overall
heat transfer coefficient of the heat exchanger.

Moreover, at the left boundary of the domain (x = 0), the analytical function for the
collector fluid outlet temperature is applied, while the top and bottom boundaries (y = 0
and y = L = 0.1 m) are considered insulated.

Governing equations are solved in COMSOL Multiphysics® (Burlington, MA, USA)
with a finite element scheme. A mapped mesh of 10,000 elements is applied, and the
grid convergence is verified, so using finer meshes the results do not change that much.
The absolute tolerance used is 0.0005, the PARDISO direct solver is employed with the
implicit free Backward Differentiation Formulas (BDF) time-stepping method with initial
and maximum steps of 0.001 h and 0.1 h, respectively.

3. Results and Discussion

Results comparing the models with and without natural convection included will be
presented in terms of temperature profiles and cumulated energy. Cumulated energy is
obtained by performing the internal energy integration over time for two consecutive times
as in [34], where the internal energy is proportional to the temperature difference via the
effective specific heat capacity defined in Equation (8).

In Figure 3 a comparison between the 1D finite-difference model developed by
Iasiello et al. [34] and the 2D model without natural convection of the present study
is shown in terms of temperature profiles for the four boundary conditions. From the
figure, the good agreement for all the cases can be confirmed. Note that in the 2D case there
are no temperature gradients along the y-direction because of the boundary conditions.
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Figure 3. Comparison between temperature profiles for the 1D model [34] and the present 2D model
without natural convection at different evaluation times: (a) after 2.25 h; (b) after 4.50 h; (c) after
6.75 h; (d) after 9.00 h from the simulation beginning respectively.

From Figure 3, some considerations can be made on the temperature profiles obtained
by applying the four different boundary conditions. First of all, it is shown that temperature
on the left side of PCM increases in the first half of evaluation time in all cases, which
is directly related to the energy provided by the sun throughout the day, as reported
in Figure 2. On the other hand, the temperature drops from the second half to the end
of simulations, due to the less solar energy amount. Moreover, comparing the different
boundary conditions analyzed, Figure 3 clearly points out that the adiabatic condition
(BC 3) results in higher temperature values than the other investigated boundary conditions.
In fact, heat from the solar collector enters on the left boundary and has no exit on the right.
Obviously, this boundary condition also provides the highest stored energy values.

On the other hand, the Dirichlet boundary condition (BC 1) provides lower temper-
ature profiles and consequently stored energy since fixed temperature constrains PCM
temperature growth. With reference to the other two BCs, Robin (BC 4) and Neumann (BC
2) conditions produce similar outcomes, especially as the simulation advances in time. In
both cases, a slight temperature increase in time at the right side of the PCM (x = 0.1 m) can
be detected, due to a larger amount of heat coming from the solar system as compared to
heat going to the environment.

The results without natural convection are compared with the ones obtained including
natural convection in the model. Temperature profiles are evaluated for every boundary
condition studied at three different y sections of the PCM domain as shown in Figure 4, i.e.,
at the bottom (y = 0 m), at the middle (y = 0.05 m) and at the top (y = 0.1 m). Figures 5–8
display temperature profiles achieved including natural convection in the model. The
first general outcome to highlight in all cases is that the higher the evaluation line the
higher the temperature values achieved for the entire simulation time. This is due to the
buoyancy force considered in the momentum equation (Equation (4)), which takes into
account the density variation with temperature, using the Boussinesq approximation, that
makes liquid PCM to have a certain velocity. With references to the so-called Line 1, this
line (y = 0 m) presents no relevant convection effect, while from Line 2 (y = 0.05 m) at
a certain point natural convection makes temperatures higher. Another result to point
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out is the different heat propagation displayed, which occurs clearly not only from the
left to the right side of PCM, but also from the bottom to the top of the domain, which
generates convective motions as the fluid condition is achieved. Furthermore, temperature
obtained in the domain are meanly higher than in the previous case analyzed without
natural convection, especially considering the top of the PCM domain, this consequently
results in higher cumulated energy as shown in Figures 8 and 9.
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Figure 7. Temperature profiles for 2D model with natural convection and BC 3 evaluated at three
different PCM transversal sections: Line 1 (y = 0 m); Line 2 (y = 0.05 m); Line 3 (y = 0.1 m), and at
different evaluation times: (a) after 2.25 h; (b) after 4.50 h; (c) after 6.75 h; (d) after 9.00 h from the
simulation beginning respectively.
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Figure 8. Temperature profiles for 2D model with natural convection and BC 4 evaluated at three
different PCM transversal sections: Line 1 (y = 0 m); Line 2 (y = 0.05 m); Line 3 (y = 0.1 m), and at
different evaluation times: (a) after 2.25 h; (b) after 4.50 h; (c) after 6.75 h; (d) after 9.00 h from the
simulation beginning respectively.
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Figure 9. Cumulated energy for 2D model: (a) without natural convection; (b) with natural convection
included in the model.

Regarding the cumulated energy, Figure 9 shows that there is a high increase at the
beginning of the simulation, while a maximum is reached just before the end, because the
solar energy source does not provide constant temperature, thus temperature decrease
could cause a heat flux inversion at the end of the transient, making the energy amount
in the PCM lower. This effect is more relevant in BC 1 because of the generally lower
temperatures achieved for this case.

Including natural convection, cumulated energy in the PCM domain increases are
remarkable, meanly of about 52%, 63%, 48%, and 55% in the entire domain for BC 1, BC 2,
BC 3, and BC 4 respectively, and up to about 100% in the second half of evaluation time,
when the solar radiation decreases. This remarks on the importance of considering natural
convection in these studies.



Energies 2021, 14, 348 11 of 18

Comparing temperature profiles for the different boundary conditions, as described
previously in Figure 3 without including natural convection, the adiabatic condition (BC 3)
results in higher temperature values than the other investigated boundary conditions, and
so the highest stored energy values. Moreover, the Dirichlet boundary condition (BC 1)
provides lower temperature profiles and consequently stored energy. As regards Robin
(BC 4) and Neumann (BC 2) conditions, they result in similar behaviors compared to the
case without natural convection only in the first half of examination time. In the second
half, instead, temperature for BC 4 is lower than for BC 2, especially at the right side of
PCM and considering the central line (Line 2), as displayed in Figures 5–8.

Figures 10–13 show the velocity field’s evolution in time, considering the different
boundary conditions analyzed. From these figures, the velocity increase in the first half
of simulations is displayed for all the BCs and it confirms the previously described tem-
perature increase. The next gradual velocity decrease in the second half of simulations
is distinctly displayed too, in agreement with the decreasing fluid collector temperature
profile due to the solar energy. Moreover, fluid motions from the bottom to the top, due
to the buoyancy force, and from the left to right PCM side are clearly shown, confirming
the results described for temperature profiles. Furthermore, the falling movements from
the top to the bottom are pointed out too, highlighting the development of the convective
motion as the fluid condition is obtained. Comparing the different BCs situations at the
same evaluation time from Figures 10–13, a very close behavior can be observed in the
first 4.50 h among all the BCs. On the contrary, different behaviors occur in the second
half of evaluation time: after 6.75 h, BC 1 and BC 4 cases give similar velocity fields, as
shown in Figures 10 and 13, while BC 2 results in similar outcomes to BC 3 ones, as shown
in Figures 11 and 12. Since the heat transfer is higher on the right boundary in BC 1 and
BC 4, the velocity is higher than BC 2 and BC 3 situations, thus, the higher the heat transfer
on the right boundary of PCM, the higher the fluid velocity. This can be attributed to
the boundary condition referred to on the right side of the investigated PCM. Indeed,
the highest velocities are achieved for BC 3, which is the adiabatic case that provides the
highest values of temperature and stored energy.
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Figure 13. Velocity fields for 2D model with natural convection and BC 4 at different evaluation
times: (a) after 2.25 h; (b) after 4.50 h; (c) after 6.75 h; (d) after 9.00 h from the simulation beginning
respectively.

At the end of the simulation time, first of all, one can observe a reduction of the liquid
phase velocity, that arises in the third investigated time (t = 6.75 h) too. This happens
because the solar collector has its peak temperature in the middle of the present analysis
(see Figure 2), thus consequently liquid velocity and temperature start to drop. With
references to the end of the simulation, BC 1 and BC 4 cases yield similar velocity fields,
while BC 2 gives results comparable to BC 3 ones again. As aforementioned for temperature
profiles, BC 1 and BC 3 result in the lowest and the highest temperature values respectively
(which correspond to the lowest and the highest energy stored respectively), so again the
velocity fields confirm that the higher the heat transfer on the right boundary, the lower
the temperatures, and consequently the obtained cumulated energy.

As regards the phase change, Figures 14–17 display the alpha-function evolution in
time (Equation (6)), which is representative of the total melting fraction time, considering
the four different boundary conditions. From these figures it is confirmed that the heat
moves from the left to the right side and from the bottom to the top of PCM, causing a
gradual temperature increase, that causes phase change. The bottom-to-top movement can
be attributed to natural convection, while the melting fraction trend qualitatively follows
velocity profiles. Moreover, the larger amount of liquid fraction at the end of the simulation
is achieved for BC 3, i.e., the adiabatic condition, while BC 1 results in the lowest fluid
fraction obtained, in agreement to the temperature profiles previously shown. Finally, one
can also observe that the separation zone between solid and fluid clearly sets the limits of
the velocity fields shown in Figures 10–13 because of the damping function employed to
characterize the momentum equation (see Equation (6)).
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Figure 16. Melting fraction evolution for 2D model with natural convection and BC 3 at different
evaluation times: (a) after 2.25 h; (b) after 4.50 h; (c) after 6.75 h; (d) after 9.00 h from the simulation
beginning respectively.
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Figure 17. Melting fraction evolution for a 2D model with natural convection and BC 4 at different
evaluation times: (a) after 2.25 h; (b) after 4.50 h; (c) after 6.75 h; (d) after 9.00 h from the simulation
beginning respectively.

4. Conclusions

In this work, a solar-assisted PCM used for ORC energy storage was numerically
studied employing the apparent heat capacity method for the energy equation, including
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natural convection effects by means of the Boussinesq approximation term in the momen-
tum equation. A damping function is used in the momentum equation in order to solve
velocity field everywhere, with negligible values when PCM is in the solid phase. Four
different boundary conditions at the PCM/ORC interface refer to uniform and constant
temperature, heat flux or convective heat flux, or to adiabatic conditions, were investi-
gated. The solar source was modeled with a time-variable temperature boundary condition,
according to experimental data from the literature. Results are presented in terms of tem-
perature profiles, velocity fields, melting fraction and stored energy, showing differences in
including or not natural convection effects in the model.

The outcomes show that the higher the solar source temperature the higher the
temperature and the stored energy of the system, as expected. Furthermore, natural
convection effects are remarkable on the temperature values and consequently stored
energy achieved. In fact, including natural convection, the cumulated energy in the PCM
domain increases are remarkable, meanly of about 45%, 61%, 51%, and 56% in the entire
domain for BC 1, BC 2, BC 3, and BC 4 respectively, and up to about 100% in the second
half of evaluation time, when the solar radiation decreases. In addition, the velocity fields
confirm that the higher the heat transfer on the right boundary, the lower the temperatures,
and consequently the obtained cumulated energy.
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Nomenclature

B Solid-liquid transition function (-)
cp Specific heat capacity (J/kg K)
Fb Buoyance force term (N/m3)
g Acceleration due to gravity (m/s2)
h Heat transfer coefficient (W/m2 K)
k Thermal conductivity (W/m K)
L Length (m)
p Pressure (Pa)
q Heat flux (W/m2)
t Time (s)
T Temperature (◦C)
u horizontal velocity component (m/s)
v vertical velocity component (m/s)
x Spatial coordinate (m)
y Spatial coordinate (m)
Greek symbols
α Alpha function (-)
β Thermal expansion coefficient (1/K)
λ Latent heat of fusion (J/kg)
∆Tm Transition from solid to liquid temperature range (K)
η Large constant
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µ Dynamic viscosity (kg/m s)
ρ Density (kg/m3)
Subscripts
∞ Environment
c Collector
eq Equivalent
l Liquid PCM
m Melting
ref Reference
s Solid PCM
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