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of Technology in Szczecin, ul. Żołnierska 49, 71-210 Szczecin, Poland;
bartlomiej-kizielewicz@zut.edu.pl (B.K.); andrii-shekhovtsov@zut.edu.pl (A.S.)

4 Machine Learning Group, Department of Artificial Intelligence and Applied Mathematics,
Faculty of Computer Science and Information Technology, West Pomeranian University of Technology
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Abstract: This paper aims to present an innovative approach based on two newly developed Multi-
Criteria Decision-Making (MCDM) methods: COMET combined with TOPSIS and SPOTIS, which
could be the basis for a decision support system (DSS) in the problem of selecting solar panels.
Solar energy is one of the most promising and environmentally friendly energy sources because
of the enormous potential of directly converting available solar radiation everywhere into electricity.
Furthermore, ever-lower prices for photovoltaic systems make solar electricity more competitive with
power from conventional energy sources, increasing interest in solar panels among companies and
households. This fact generates the need for a user-friendly, objective, fully automated DSS to support
the multi-criteria selection of solar panels. Both MCDM methods chosen for this purpose are rank-
reversal-free and precise. First, the objective entropy weighting method was applied for determining
criteria weights. Final rankings were compared by two ranking correlation coefficients: symmetrical
rw and asymmetrical WS. Then the sensitivity analysis providing local weights of alternatives
for decision criteria was performed. The obtained results prove the adequacy and practical usefulness
of the presented approach in solving the problem of solar panels selection.

Keywords: photovoltaic technology; renewable energy; solar energy; solar panels selection; decision
support system; DSS; MCDM; multi-criteria decision-making; COMET; SPOTIS

1. Introduction

The necessity to reduce greenhouse gas emissions requires the development of energy
systems with lower emissions than traditional fossil-fuel-based systems [1]. Sustainable
energy systems are designed to have zero or low emissions of pollutants, carbon dioxide,
and greenhouse gases into the atmosphere. Thus, their use contributes to the sustainable de-
velopment of countries and regions. Sustainable development can be defined as integrated
economic, social, environmental, and technological development with the consumption
of natural resources that considers regeneration possibilities. Renewable energy sources
include hydro, wind, solar, biomass, geothermal, wave, and tidal. Solar energy is consid-
ered a significant sector to support sustainable development due to its high availability,
environmental harmlessness, and non-exhaustibility [2].
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Photovoltaics are the future of renewable energy technology due to the unlimited
availability of solar radiation and the ability of photovoltaic cells to convert it directly into
electricity [3]. Solar PV systems produce clean energy that is not harmful to the environ-
ment and human health and allows reduction of CO2 emissions, and its dynamic expansion
in recent years in developing countries provides new jobs, contributing to the improvement
of welfare. Moreover, renewable energy generation supports countries’ independence from
foreign energy imports, is characterized by high social acceptability, and is one of the fac-
tors of sustainable development. Photovoltaics acquire energy in a decentralized way,
which contributes to building a sustainable energy management system. Solar energy is
an effective way to ensure clean energy in industrialized and developing countries without
the risk of pollution and volatility of supply. Due to several advantages of PV, policy
makers are introducing encouragement programs to increase interest in this technology
also within householders [4]. In this way, increasing individual participation in electricity
generation from solar energy contributes to the expected decentralization of renewable
energy generation [5]. Currently, there are two main generations of photovoltaic panels
available in the world market: monocrystalline solar PV panels and polycrystalline PV
panels. Monocrystalline solar PV panels have the highest efficiency and longest lifespan.
They can be recognized by the presence of a black frame and are usually the most expen-
sive. Polycrystalline PV panels, in comparison with monocrystalline solar PV panels, have
a larger size and lower efficiency due to the presence of only one crystal. Their lifespan is
usually shorter, and their price is lower. They are characterized by blue color. Photovoltaic
systems provide an increase in energy potential by providing maximum efficiency with
minimum losses.

Increasing the use of renewable energy sources is becoming a necessity in view of the
exhaustion of fossil fuels due to industrial growth. PV can act as an environmentally friendly
alternative to the mix of fossil fuels. The main component of a photovoltaic system is
the solar panel. Solar panels consist of photovoltaic modules that create the photovoltaic
array of the system, which generates and delivers electricity from sunlight. The cost of energy
provided by PV systems is currently less than the cost of energy from fossil fuels [6]. Solar
panels used alone generate electricity on a smaller scale, such as for individual businesses
and homes. Solar panels consist of several individual solar cells composed of layers of silicon,
phosphorus to provide a negative charge, and boron to provide a positive charge [2].

The solar panel’s price depends on many factors such as size, brand, durability, and
efficiency, for example. The presence of many attributes of solar panels makes their selection
for a PV system a complex multi-criteria decision problem [7]. One of the most important
decisions in designing a photovoltaic system is selecting the most suitable solar panel.
Due to the increasing popularity of photovoltaic technology, more and more producers
are offering solar panels with different parameters, which causes difficulties in choosing
the most appropriate type. The aim of this paper is to propose a decision support system
for the evaluation of solar panels used in photovoltaic installations.

The problem of renewable energy sources requires consideration of many different cri-
teria that are often conflicting, uncertain data, and possible inaccuracies [8]. MCDM meth-
ods provide an opportunity to take into account the multidimensional nature of the consid-
ered problem. It enables comparative analysis of the evaluated alternatives according to
the regarded quantitative and qualitative criteria. The MCDM approach supports rational
decision making that takes into account the priorities of the decision-maker, which results
in an optimal solution that combines all objectives of the decision-maker [9]. MCDM
increases the compatibility of the decision-making process with the decision-maker’s
goals [10]. MCDM methods are suitable for evaluating available alternatives consider-
ing multiple attributes, prioritizing them, and selecting the most favorable one [11,12].
The goal of using MCDM methods is to correctly determine the values of the preference
functions for the alternatives under consideration and to rank them appropriately [13,14].
One of the challenges that occur in the field of decision problems solved with MCDM is
a phenomenon known as the rank reversal paradox. This problem involves the appear-
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ance of changes in ranking when alternatives are added or removed from their set under
consideration. In this situation, the order of priority for alternatives changes, which is
incompatible with the concept of independence from alternatives. In order to eliminate this
negative phenomenon, MCDM methods that are completely rank-reversal-free have been
proposed in recent years, among which Characteristic Objects Method (COMET) [15], Sta-
ble Preference Ordering Towards Ideal Solution (SPOTIS) [16], and Ranking of Alternatives
through Functional mapping of criterion sub-intervals into a Single Interval (RAFSI) [17]
can be mentioned. A method that is not susceptible to rank reversal is also the Sequential
Interactive Model of Urban Systems (SIMUS) [18], R-TOPSIS [19,20], and R-VIKOR [21].

The purpose of this article is to present an innovative approach based on two newly
developed MCDM methods, COMET combined with TOPSIS and SPOTIS, which could
be applied in decision support systems to evaluate solar panels for photovoltaic systems.
Criteria weights were determined using the objective entropy weighting method. The simi-
larity of the obtained rankings was compared using two ranking correlation coefficients,
symmetrical rw and asymmetrical WS. A sensitivity analysis of the weights for COMET
and SPOTIS was also performed to determine local weights for each alternative to in-
vestigate the dependence of the rankings on local criterion weights. The results indicate
the high suitability of the methods considered in the study in DSSs to evaluate solar panels.
Furthermore, both methods show adequacy for the considered problem. Furthermore,
a strong influence of global and local criteria weights on the final preference value for both
MCDM methods is visible.

The rest of the paper is organized as follows. Section 2 presents a literature review
accounting for the recent application of MCDM methods to renewable energy problems
focusing on solar energy. In Section 3.1 the background, assumptions, and steps of the methods
and techniques used in this article are explained, while in Section 3.2, an illustrative case
study for demonstrating the performance of the MCDM approach is presented.

Section 4 provides results, including comparative analysis of both rankings and sensi-
tivity analysis of criteria weights. In Section 5, the proposed approach and obtained results
are discussed. Finally, in Section 6, the summary and conclusions are presented and further
work directions are drawn.

2. Literature Review

The effectiveness and usefulness of MCDM methods have been demonstrated through
a comprehensive presentation of its applications to solve decision-making problems related
to renewable solar energy. MCDM methods are used for solar farm site selection. The
article [22] presents the use of Fuzzy AHP and Fuzzy ANP to select the most advantageous
solar farm location in Iran. AHP, ELECTRE, TOPSIS, and VIKOR methods were used
for comparative analysis in the solar farm site selection problem in Turkey [23]. To find
the best location for a solar farm in Vietnam, FAHP was used to determine the criteria
weights and TOPSIS to rank the alternatives considered [24]. Multi-criteria performance
analysis of photovoltaic systems for India was performed using AHP [5]. The AHP method
has also been applied to the site selection of the solar farm in Northern Ireland [25] and to
select a site for a photovoltaic solar power plant in Northern Chile [26]. In another work,
an integrated approach combining AHP with TOPSIS was used to solve the same problem
in India [27]. AHP was used for the decision problem involving the selection of a photo-
voltaic system in a Caribbean Country [28]. The COMET method is also applied in solving
decision problems related to renewable energy sources. The use of this method in selecting
offshore wind farm locations is presented in the paper [29] and in [8], where a comparative
analysis of the COMET method with TOPSIS and VIKOR is provided. The COMET method
was also applied to the multi-criteria problem of selecting a hydropower plant infrastruc-
ture system [30]. In the problems of renewable energy sources, such as site selection for a
wind farm, the PROMETHEE method was also applied, whose results were compared with
AHP [31] and PROSA, which, similarly to PROMETHEE, is based on outranking relations
and has similar mathematical foundations [32]. The solution to the multi-criteria problem
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of identifying the most advantageous locations for wind farm installation for the province
of Vojvodina in Serbia, using a model incorporating Decision Making Trial and Evaluation
Laboratory (DEMATEL), Analytic Network Process (ANP), and Multi-Attributive Border
Approximation area Comparison (MABAC) is presented in [33]. The DEMATEL-ANP
method was used to determine the weights, and MABAC was applied to rank the alterna-
tives by preference. Another model for selecting wind farm sites is based on the Best-Worst
Method (BWM) to determine the weights of criteria and the Multi Attributive Ideal–Real
Comparative Analysis (MAIRCA) method to determine the order of available sites accord-
ing to preferences [34]. To assess regions’ energy consumption and potential to implement
sustainable energy policies with renewable energy sources in regions in Iran’s Caspian Sea
coastline, a model combining Level-Based Weight Assessment (LBWA) for weighting and
Weighted Aggregated Sum Product Assessment (WASPAS) was used [35].

The above literature review confirms the usefulness of MCDM methods in both
the RES problem and the solar energy problem addressed in this paper and justifies
the choice of this approach for solving the multi-criteria decision problem of solar panel
selection. However, using methods based on fuzzy numbers is advisable due to the risk
of uncertainty and imprecision in the RES problem. An example is the use of the COPRAS-
Z method for renewable energy selection [36], Fuzzy TOPSIS and Fuzzy VIKOR [37],
and Fuzzy AHP [22,24] used in decision problems considering RES. Therefore, COMET,
founded on fuzzy set theory, was chosen as the first method used as a DSS engine for se-
lecting solar panels. The COMET method is an efficient approach that is completely
rank-reversal-free because it is based on pairwise comparisons of characteristic objects
that are not dependent on the alternatives under consideration. An additional advantage
resulting from this is that the algorithm’s complexity is independent of the number of al-
ternatives being evaluated [15,29,38–40]. However, when the decision problem considers
multiple criteria with more than two characteristic values, the number of COs pairwise
comparisons increases exponentially. Most decision-making problems related to renewable
energy sources require considering multiple criteria, so it was decided that it is appropriate
to use a modification of the COMET method consisting of replacing the COs pairwise
comparison step by an expert with automatic and objective evaluation using the TOPSIS
method. In this modification, the SJ vector is not created from the MEJ matrix but is
returned by the TOPSIS method integrated with the COMET method. The described ap-
proach was successfully applied, where the laborious step of pairwise comparison of COs
by an expert was replaced using TOPSIS and PROMETHEE II, and the two strategies were
then compared [41]. In many papers focused on RES issues mentioned in the literature re-
view, the authors were not limited to one MCDM method, but a comparative analysis with
other methods was performed. Comparison of results is essential because various MCDM
methods may provide divergent results for the same decision problem. This happens
because various methods use different algorithms [42]. The authors of this paper chose
the SPOTIS method to perform a comparative analysis. This method has a simple algorithm
and, like many other MCDM methods, requires a decision matrix with alternatives in rows
and criteria in columns, a vector of weights for the criteria and information on whether
they are profit or cost. The main assumptions of this method include the need to determine
the absolute bounds of the values of each criterion in order to define the decision problem
correctly. In this way, all values for each criterion are within the range defined by the set
bounds. The SPOTIS method is based on calculating the normalized distance of each
alternative with respect to the ideal solution point [16]. SPOTIS, similar to COMET, uses
reference objects in the process of determining preferences of alternatives [43]. SPOTIS is
thus a distance-based method, like COMET, in which preference values for alternatives
are derived from the distance to the nearest characteristic objects and their values [40].
Besides being rank-reversal-free, this is another feature that SPOTIS has in common with
COMET, which justifies the suitability of the SPOTIS method to perform a comparative
analysis with the hybrid approach, which is COMET joined with TOPSIS. A commonly
used approach for determining criteria weights for MCDM methods in decision problems
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involving RES is applying objective weighting methods. Entropy objective weighting is
based on Shannon entropy, which measures information uncertainty in the context of prob-
ability. Entropy provides intrinsic information about the relative intensity of the criteria.
Its use for determining criteria weights is found in many works that are focused on RES
problems [36,44–50]. The widespread use of entropy weighting became the motivation
for applying this method to determine the vector of criteria weights in this study.

3. Materials and Methods

The approach based on COMET and SPOTIS methods, which is considered to be
applied in a decision support system for selecting solar panels for PV systems, is presented
as an illustrative example of a multi-criteria problem for selecting solar panels from among
thirty available alternatives, considering six selection criteria.

3.1. Preliminaries

This section provides basic notions, concepts, fundamental assumptions and stages
of MCDM methods and other techniques applied in this paper.

3.1.1. The COMET Method

The COMET is an innovative approach that solves decision-making problems by
identifying with the participation of an expert decision-making model including many
criteria [51]. The significant advantage of the newly developed method described here
involves its complete robustness to the rank reversal paradox [15,41,43]. A description
of the five stages of this method is presented below, based on [40]:

Step 1. Definition of the problem dimension with the expert involves choosing criteria
number r: C1, C2, . . . , Cr. Further, the collection of fuzzy numbers for every criterion Ci con-
sidered is chosen, i.e., C̃i1, C̃i2, . . . , C̃ici . Every fuzzy number establishes the value representing
the membership for a given linguistic concept for concrete crisp values [52,53]. Accordingly, it
is even suitable for non-continuous variables. Thus, the following result is received (1):

C1 =
{

C̃11, C̃12, . . . , C̃1c1

}
C2 =

{
C̃21, C̃22, . . . , C̃2c2

}
. . .

Cr =
{

C̃r1, C̃r2, . . . , C̃rcr

} (1)

where C1, C2, . . . , Cr are ordinates with fuzzy numbers for considered criteria.
Step 2. Generating characteristic objects that represent reference points in n-dimensional

space. These objects can exist in reality, or they may be ideal and do not exist in the real
world [54]. The characteristic objects (COs) are received with the Cartesian product of fuzzy
numbers cores produced for every criterion [55]. It results in obtaining the ordered set
of all COs (2): required here.

CO1 = 〈C(C̃11), C(C̃21), . . . , C(C̃r1)〉
CO2 = 〈C(C̃11), C(C̃21), . . . , C(C̃r2)〉

. . .
COt = 〈C(C̃1c1), C(C̃2c2), . . . , C(C̃rcr )〉

(2)

where t expresses the number of COs (3):

t =
r

∏
i=1

ci (3)

Step 3. This step aims to determine the Matrix of Expert Judgement (MEJ) involving
the expert. This procedure is performed by comparing pairwise the characteristic objects.
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The result of this step is entirely dependent on the opinion of the expert [56]. The MEJ
structure is displayed in Equation (4):

MEJ =


α11 α12 . . . α1t
α21 α22 . . . α2t
. . . . . . . . . . . .
αt1 αt2 . . . αtt

 (4)

where αij is the effect of comparing COi and COj. The preferable CO receives a score equal
to 1, and the less preferred object receives a score equal to 0. If there is no difference
between compared objects, both of them obtain a score equal to 0.5 [57]. This process is
totally dependent on the expert’s statement and is shown by Equation (5):

αij =


0.0, fexp(COi) < fexp(COj)
0.5, fexp(COi) = fexp(COj)
1.0, fexp(COi) > fexp(COj)

(5)

where fexp means an expert mental judgement function. In this study, however, the TOPSIS
method was used instead of an expert function. This approach is presented in [41].

Subsequently, the vertical vector containing the Summed Judgements (SJ) is received
according to Equation (6):

SJi =
t

∑
j=1

αij (6)

The number of required comparisons is expressed by p = t(t−1)
2 . It is due to the fact

that for every considered element, αij αji = 1− αij can be observed. The vector named
P is generated as an outcome, where i-th row includes the estimated value of preference
identified for COi.

In this paper, the expert’s evaluation of characteristic objects by pairwise comparison
is replaced by evaluating a matrix containing the set of possible COs by the TOPSIS method.
The vector of preference values returned by the TOPSIS method acts as a vertical vector SJ.
Based on SJ, a vector P is constructed in a further step according to the classical principles
of the COMET method. The subsequent stages are no longer different from the classical
version of COMET.

Step 4. Every characteristic object is transformed into a fuzzy rule, in which the grade
of membership to specific criteria is a reason for activating inference in Pi as presented with
details in (7). In such a manner, the whole fuzzy rule base is achieved, which estimates
the mental judgment function of the expert and is represented by fexp(COi) [58].

IF C
(
C̃1i
)

AND C
(
C̃2i
)

AND . . . THEN Pi (7)

Step 5. Every considered alternative Ai represents a collection of crisp numbers ari
related to criteria C1, C2, . . . , Cr. It can be demonstrated as follows (8):

Ai = {a1i, a2i, . . . , ari} (8)

3.1.2. The TOPSIS Method

TOPSIS (Technique of Order Preference Similarity) is a popular and widely used
MCDM method for decision problems in many fields due to its uncomplicated algorithm
and ease of use. The algorithm of this method is based on determining the distance from
reference points to the considered alternatives that are represented by positive and negative
ideal solutions [59]. Therefore, the best alternative is the option that is closest to the Positive
Ideal Solution (PIS) and is the furthest away from the Negative Ideal Solution (NIS) [60].

Step 1. This step involves determining the normalized decision matrix. In minimum–
maximum method normalization, which authors of this paper used, the normalized values
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of rij are calculated for the profit criteria applying equation (9), while for the cost criteria,
Equation (10) is applied.

rij =
xij −minj(xij)

maxj(xij)−minj(xij)
(9)

rij =
maxj(xij)− xij

maxj(xij)−minj(xij)
(10)

Step 2. The weighted values contained in the normalized decision matrix vij are
calculated using Equation (11).

vij = wirij (11)

Step 3. This step aims to calculate the values in vectors named positive ideal solution
(PIS) values and negative ideal solution (NIS). The PIS (12) represents the maximum values de-
termined for every criterion considered in the problem, and the NIS (13) represents minimum
values. There is no necessity to split the criteria into cost and profit types here since the cost
criteria were converted to profit criteria in the step, including the normalization procedure.

v+j = {v+1 , v+2 , . . . , v+n } = {maxj(vij)} (12)

v−j = {v−1 , v−2 , . . . , v−n } = {minj(vij)} (13)

Step 4. Distance from PIS is calculated as Equation (14) shows and from NIS, according
to Equation (15) for every alternative taken into account [42].

D+
i =

√√√√ n

∑
j=1

(vij − v+j )
2 (14)

D−i =

√√√√ n

∑
j=1

(vij − v−j )
2 (15)

Step 5. The result for every alternative is computed as given in Equation (16). The val-
ues of this result, named preference values, are between 0 and 1. Thus, the best alternative
has a preference value closest to 1.

Ci =
D−i

D−i + D+
i

(16)

3.1.3. The SPOTIS Method

Stable Preference Ordering Towards Ideal Solution, for which the acronym is SPOTIS,
is a newly developed method dedicated to multi-criteria decision making [16]. The authors’
main objective of the technique described was to introduce a new method that is rank-
reversal-free (free of the phenomenon of reversing the ranking when changing the number
of alternatives in the provided data). The detailed method applies the idea of reference
objects and is based on distance measurement. In contrast to other MCDM techniques,
for instance, TOPSIS and VIKOR, where reference objects are created from a decision
matrix, the SPOTIS method needs the specification of data boundaries. Application of data
borders to determine the Ideal Solution Point for a linear distribution of variants between
ISP prevents ranking reversals.

To apply this method, a definition of data boundaries is required. For every criterion
Cj, the maximum Smax

j and minimum Smin
j borders are chosen. The Ideal Positive Solution

S∗j is represented by S∗j = Smax
j for benefit criteria and by S∗j = Smin

j for cost criteria. The
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decision matrix is expressed by X = (xij)m×n, where xij represents the value of the attribute
of the i-th variant for j-th criterion.

Step 1. The first stage of SPOTIS involves the determination of the normalized
distances calculated for Ideal Positive Solution (17).

dij(Ai, S∗j ) =
|Sij − S∗j |
|Smax

j − Smin
j |

(17)

Step 2. The second step of the SPOTIS procedure includes computation of weighted
normalized distances d(Ai, S∗) ∈ [0, 1] in accordance with (18).

d(Ai, S∗) =
N

∑
j=1

wjdij(Ai, S∗j ) (18)

Completed ranking is established on the basis of d(Ai, S∗) values. More preferred alterna-
tives have lower values of d(Ai, S∗).

The technique demonstrated here can be described by an alternative algorithm, which
is presented in reference [16]. The authors of this paper described and applied this version
since it is clear and understandable and since both versions provide the same results.

3.1.4. Entropy Weighting Method

In this weighting technique, the weights of the criteria are calculated by applying
the measure of uncertainty included in a given piece of information [61].

Step 1. The procedure of normalization of input data is realized with the sum normal-
ization method (19).

pij =
xij

∑m
i=1 xij

i = 1, . . . , m; j = 1, . . . , n (19)

Step 2. The purpose of this step is to calculate the entropy value of jth criterion as
Equation (20) presents.

Ej = −
∑m

i=1 pijln(pij)

ln(m)
j = 1, . . . , n (20)

Step 3. The last stage aims to compute the objective weight for jth by Equation (21).

wj =
1− Ej

∑n
i=1(1− Ej)

j = 1, . . . , n (21)

3.1.5. Weighted Spearman’s Rank Correlation Coefficient

The calculation of the weighted Spearman correlation coefficient rw is performed as
shown in Equation (22), where N is ranking size and xi, and yi are the values in the com-
pared rankings.

rw = 1− 6 ∑N
i=1(xi − yi)

2((N − xi + 1) + (N − yi + 1))
N4 + N3 − N2 − N

(22)

For this coefficient, the top-ranked items are more significant. The importance weight
is calculated for each comparison [42,57,62].

3.1.6. Rank Similarity Coefficient

The WS similarity coefficient of the ranking is calculated by Equation (23). N is
ranking size, and xi and yi represent values in the compared rankings.

WS = 1−
N

∑
i=1

2−xi
|xi − yi|

max(|xi − 1|, |xi − N|) (23)



Energies 2021, 14, 5727 9 of 21

It is an asymmetrical coefficient that is sensitive to significant changes in ranking.
The value of this coefficient is closely related to the part of the rankings where differences
occur. Thus, the differences appearing at the top of the rankings are more significant than
those found at the bottom [42,57,62,63].

3.2. An Illustrative Case Study of a Multi-Criteria Solar Panel Selection Problem

Table 1 provides data for the six selected evaluation criteria after conversion to
the units in the form of a decision matrix.

Table 1. Decision matrix including values of criteria for evaluated alternatives.

Ai C1 C2 C3 C4 C5 C6

A1 42.8000 10.8200 21.4000 213.8728 358.9595 10.1156
A2 40.9300 9.8200 19.3600 193.2515 105.1288 11.0429
A3 40.2000 9.9800 19.3600 193.2515 139.2638 11.0429
A4 40.6000 10.4000 19.6000 196.4286 100.5952 10.7143
A5 41.2000 10.3500 19.7000 196.5318 230.0578 10.4046
A6 43.3000 10.5000 20.8000 208.0925 344.7399 10.4046
A7 41.6700 10.0800 19.4800 188.6228 107.7844 11.1377
A8 40.5600 9.9400 19.0000 189.3491 167.7515 11.0651
A9 40.6000 10.0000 19.3000 192.7711 124.6988 11.3253
A10 40.5000 10.2000 19.2100 191.6168 153.2934 11.3772
A11 43.3000 9.5100 19.5700 189.3491 133.8757 11.3609
A12 45.0400 10.5000 20.1000 200.0000 156.8421 10.2632
A13 44.0000 10.3700 20.6000 205.7143 228.0000 11.1429
A14 44.3000 10.2600 20.9000 208.5714 170.8571 11.1429
A15 44.2000 10.5800 21.4000 214.2857 194.2857 11.1429
A16 40.6600 10.5200 19.0000 189.9441 135.3352 11.1173
A17 45.4000 10.2000 19.7000 196.7213 133.8798 10.9290
A18 41.0000 10.9200 18.7000 187.5000 135.0978 11.0326
A19 48.0000 10.8300 21.0000 211.0553 248.7437 10.3015
A20 49.8600 10.3900 20.2000 201.4925 101.9900 10.2985
A21 48.3000 9.6000 20.5000 204.4199 218.2320 11.6022
A22 47.6200 9.6600 18.6000 186.5285 133.1606 11.2953
A23 49.6000 10.6600 20.4000 206.4677 101.9900 10.9453
A24 46.8000 9.5900 17.8900 179.2929 81.3990 11.3636
A25 51.2000 10.2900 20.2000 201.9704 111.8227 11.2315
A26 48.9100 10.2200 20.2000 202.0202 143.8889 11.6162
A27 48.9100 10.7900 20.3800 203.9801 137.3134 11.4428
A28 49.1400 11.0500 19.1000 190.9091 131.5636 10.6364
A29 49.0000 10.2400 19.9000 198.0198 176.2376 11.6337
A30 49.3300 10.8300 20.1000 200.9346 111.3178 11.6822

Data on the selected alternatives used in this study, including the values of their
evaluation criteria, which are displayed in Table 2, were obtained from various websites.
Evaluation criteria are listed in Table 3. Three criteria are profit types (C2, C3, C4), and
their direction is maximization, while the other three criteria are cost types (C1, C5, C6),
and their direction is minimization. The weights, reflecting the significance of the criteria
in the decision-making process, were determined with the objective entropy weighting
technique. As can be observed, noticeably, the highest weight value was assigned to cost
criterion C5, which is the cost per m2. The second most important decision criterion is C1,
the open circuit voltage, which is similar to C5 cost type. The least important criteria are
C2, profit type, and C6, cost type.
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Table 2. Data on the evaluated alternatives obtained from websites.

Ai Name Open Circuit
Voltage (V )

Short Circuit
Current (A) Peak Power (W) Cost ($) Module

Efficiency (%) Weight (kg) Area (m2)

A1 LG LG370Q1C-V5 42.80 10.82 370 621.00 21.40 17.5 1.73
A2 Peimar SG315M 40.93 9.82 315 171.36 19.36 18.0 1.63

A3
Phono Solar

PS315M-20/U 40.20 9.98 315 227.00 19.36 18.0 1.63

A4
Trina TSM-

DD06M.05-330BK 40.60 10.40 330 169.00 19.60 18.0 1.68

A5 LG LG340N1K-L5 41.20 10.35 340 398.00 19.70 18.0 1.73
A6 LG LG360N1K-V5 43.30 10.50 360 596.40 20.80 18.0 1.73
A7 Peimar SM325M 41.67 10.08 315 180.00 19.48 18.6 1.67

A8
Q CELLS BLK-G5

320 40.56 9.94 320 283.50 19.00 18.7 1.69

A9
Trina

TSM-DD05H.05(II) 40.60 10.00 320 207.00 19.30 18.8 1.66

A10

Heliene 320 Black
Mono PERC Solar

Panel
40.50 10.20 320 256.00 19.21 19.0 1.67

A11
Canadian Solar
CS1H-320MS 43.30 9.51 320 226.25 19.57 19.2 1.69

A12
Q.Peak Duo BLK

ML-G9+ 380 45.04 10.50 380 298.00 20.10 19.5 1.90

A13
Panasonic
EVPV360 44.00 10.37 360 399.00 20.60 19.5 1.75

A14
REC Solar

REC365AA 44.30 10.26 365 299.00 20.90 19.5 1.75

A15
REC Solar

REC375AA 44.20 10.58 375 340.00 21.40 19.5 1.75

A16
Q CELLS DUO

BLK-G6-340 40.66 10.52 340 242.25 19.00 19.9 1.79

A17 Silfab SIL-360-NX 45.40 10.20 360 245.00 19.70 20.0 1.83

A18

MIssion Solar
Energy

MSE345SX5T
41.00 10.92 345 248.58 18.70 20.3 1.84

A19 LG420QAK-A6 48.00 10.83 420 495.00 21.00 20.5 1.99

A20
JA Solar

JAM72-S10-405MR 49.86 10.39 405 205.00 20.20 20.7 2.01

A21
Solaria

PowerXT-370R-PD 48.30 9.60 370 395.00 20.50 21.0 1.81

A22

Astronergy
CHSM6612M-370-
HV Silver Mono

Solar Panel

47.62 9.66 360 257.00 18.60 21.8 1.93

A23
Trina

TSM-DE15M-415 49.60 10.66 415 205.00 20.40 22.0 2.01

A24
Canadian Solar

CS3U-355P-35MM 46.80 9.59 355 161.17 17.89 22.5 1.98

A25
Trina

TSM-DE15H(II) 51.20 10.29 410 227.00 20.20 22.8 2.03

A26
URE/NSP

D7M400H8A 48.91 10.22 400 284.90 20.20 23.0 1.98

A27
Phono Solar

PS410M1-24/TH 48.91 10.79 410 276.00 20.38 23.0 2.01

A28

MIssion Solar
Energy

MSE420SX6W
49.14 11.05 420 289.44 19.10 23.4 2.20

A29
Q CELLS DUO

L-G5.2 49.00 10.24 400 356.00 19.90 23.5 2.02

A30
Q CELLS DUO

L-G8.2-430 49.33 10.83 430 238.22 20.10 25.0 2.14
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Table 3. Criteria selected for evaluation alternatives.

Ci Criterion Name Unit Characteristic Values Direction Weight

C1 Open Circuit Voltage [V] {39.798, 44.8977, 51.712} min 0.0401
C2 Short Circuit Current [A] {9.4149, 10.3033, 11.1605} max 0.0100
C3 Module Efficiency [%] {17.7111, 19.855, 21.614} max 0.0109
C4 Peak Power per m2 [W/m2] {177.5, 198.0988, 216.4286} max 0.0119
C5 Cost per m2 [$/m2] {80.585, 160.6035, 362.5491} min 0.9171
C6 Weight per m2 [kg/m2] {10.0145, 11.027, 11.7991} min 0.0100

4. Results

Preference function values and rankings of the evaluated alternatives obtained using
COMET and SPOTIS are contained in Table 4.

Table 4. Preference values and rankings obtained for evaluated alternatives with COMET and SPOTIS.

Ai COMET P SPOTIS P COMET R SPOTIS R

A1 0.2687 0.9194 29 30
A2 0.8111 0.1104 2 3
A3 0.6875 0.2181 9 15
A4 0.8690 0.0878 1 2
A5 0.4797 0.5091 24 26
A6 0.2621 0.8818 30 29
A7 0.7824 0.1217 3 6
A8 0.5640 0.3145 16 21
A9 0.7311 0.1739 5 9
A10 0.6136 0.2663 15 19
A11 0.6178 0.2161 14 13
A12 0.5503 0.2801 19 20
A13 0.4296 0.5106 25 27
A14 0.5276 0.3246 21 22
A15 0.5021 0.3955 23 24
A16 0.6925 0.2062 8 11
A17 0.6205 0.2142 13 12
A18 0.6837 0.2054 10 10
A19 0.3501 0.5814 27 28
A20 0.7041 0.1180 7 5
A21 0.3401 0.5009 28 25
A22 0.5340 0.2306 20 16
A23 0.7072 0.1171 6 4
A24 0.7491 0.0645 4 1
A25 0.6245 0.1602 12 8
A26 0.5114 0.2593 22 18
A27 0.5559 0.2326 18 17
A28 0.5636 0.2162 17 14
A29 0.4047 0.3669 26 23
A30 0.6471 0.1523 11 7

From the results obtained, differences can be observed between the rankings obtained
using the two methods. The COMET method identified alternative A4 (Trina TSM-DD06M.05-
330BK) as the ranking leader. This alternative has an attractive low value for cost criterion
C5, which is the cost per m2. Only alternative A24 (Canadian Solar CS3U-355P-35MM),
which was indicated as the ranking leader of the SPOTIS method, has a lower value for this
criterion. A4 came second in the SPOTIS ranking, and A24 was fourth in the COMET ranking.
For A4, although its value of cost criterion C5 with the highest weight was not the lowest,
it took first place in the COMET ranking because the other criteria were also taken into
account, which, despite their lower weight, also influence the final results. Furthermore,
A4 has an attractive low value of the second most important cost criterion C1, whose value
for A24 is higher. Alternative A2 (Peimar SG315M) was ranked second by COMET and
third by SPOTIS. This option has attractive, low values for relevant cost criteria C5 and C1
compared to most other variants considered. A2 was ranked third in the SPOTIS ranking.
Third place in the COMET ranking was taken by A7 (Peimar SM325M), which was sixth
in the SPOTIS ranking. In the form of a difference of six ranks, the most significant discrepancy
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in outcomes was noted for the A3 alternative (Phono Solar PS315M-20/U), which ranked
ninth in the COMET ranking and fifteenth in the SPOTIS ranking.

Despite the observed differences in the rankings provided by the two methods investi-
gated, the convergence of the two received rankings is high. The value of the symmetrical
rw coefficient was 0.9427. The asymmetrical WS coefficient has a value of 0.9445 for compar-
ing COMET ranking with SPOTIS and 0.9229 for comparing SPOTIS ranking with COMET.
Because it is asymmetrical, the WS coefficient takes on different values depending on the or-
der of the compared rankings. The differences when the rankings compared are reordered
illustrate graphs displayed in Figure 1. The asymmetrical WS coefficient accounts for these
differences, while the rw value is the same regardless of the order of the rankings compared
to each other. The value of the WS coefficient depends on which positions in the compared
rankings are different. Discrepancies occurring at the top of the ranking more significantly
impact its value than discrepancies at lower positions [63].
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Figure 1. Comparison of rankings similarity obtained with COMET and SPOTIS.

Sensitivity Analysis

The next step in this study was to perform a sensitivity analysis to determine the sig-
nificance of the impact of each decision criteria on the preference values of the alternatives.
Sensitivity analysis was repeated separately for both MCDM methods. The procedure
involves increasing criteria values of alternatives evaluated by 1% and calculating the pref-
erence value changed in each direction and percentage. Then, local weights are deter-
mined for each alternative based on the values obtained in the previous step by dividing
by the sum of their absolute values. Results of sensitivity analysis including changes of
preference values for COMET are contained in Table 5 and obtained local weights are
included in Table 6. For SPOTIS results of sensitivity analysis are displayed in Table 7
and received local weights are presented in Table 8. Based on the obtained local weights,
a more detailed analysis of the obtained rankings and differences for the two methods can
be performed.
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Table 5. Sensitivity analysis for COMET.

Ai C1 C2 C3 C4 C5 C6

A1 −3.4752 0.2144 0.4735 0.6344 −2.2234 −0.3486
A2 −1.0926 0.4009 0.3647 0.4424 −0.5479 −0.4087
A3 −1.2723 0.4358 0.4071 0.5008 −0.8588 −0.4523
A4 −1.0049 0.0982 0.3910 0.4175 −0.4936 −0.1307
A5 −1.8741 0.3844 0.4856 0.5928 −0.8700 −0.4607
A6 −3.6035 0.6460 0.9587 1.1316 −2.2602 −0.8220
A7 −1.1517 0.3953 0.3625 0.4620 −0.5830 −0.4372
A8 −1.5688 0.4280 0.4039 0.5144 −0.5243 −0.4252
A9 −1.2012 0.3905 0.3719 0.4570 −0.7177 −0.4560
A10 −1.4375 0.4119 0.4089 0.5162 −1.0518 −0.5049
A11 −1.5076 0.4040 0.3119 0.4471 −0.9063 −0.4094
A12 −1.3402 0.1737 0.1876 0.2477 −1.2221 −0.2371
A13 −2.2344 0.3964 0.5162 0.5982 −0.9451 −0.5365
A14 −1.8318 0.3390 0.2925 0.3459 −0.5657 −0.5414
A15 −1.9163 0.1836 0.2980 0.3754 −0.6490 −0.4229
A16 −1.2767 0.1650 0.4056 0.5051 −0.8252 −0.4666
A17 −1.1991 0.5384 0.4514 0.5133 −0.9268 −0.2768
A18 −1.3050 0.1636 0.4111 0.5202 −0.8281 −0.4435
A19 −2.2482 0.2583 0.3357 0.4728 −1.1954 −0.3038
A20 −1.1963 0.1051 0.1243 0.1525 −0.6143 −0.1526
A21 −2.3291 0.7116 0.6190 0.7729 −1.0798 −0.8258
A22 −1.4581 0.3578 0.3239 0.4101 −1.0454 −0.3312
A23 −1.1861 0.1100 0.1237 0.1520 −0.6092 −0.2347
A24 −1.0201 0.1383 0.1450 0.2055 −0.4537 −0.0931
A25 −1.3546 0.2014 0.1795 0.2206 −0.7614 −0.6144
A26 −1.5733 0.5492 0.3073 0.3722 −1.1878 −0.7166
A27 −1.4526 0.2194 0.2365 0.3006 −1.0407 −0.6048
A28 −1.4330 0.2174 0.5110 0.6615 −0.9800 −0.2434
A29 −1.9947 0.5815 0.4518 0.5443 −0.7885 −0.8377
A30 −1.2590 0.2035 0.2154 0.2717 −0.7250 −0.5886

Table 6. Local weights for COMET.

Ai C1 C2 C3 C4 C5 C6

A1 0.4716 0.0291 0.0643 0.0861 0.3017 0.0473
A2 0.3354 0.1231 0.1120 0.1358 0.1682 0.1255
A3 0.3240 0.1110 0.1037 0.1275 0.2187 0.1152
A4 0.3962 0.0387 0.1542 0.1646 0.1947 0.0515
A5 0.4015 0.0824 0.1040 0.1270 0.1864 0.0987
A6 0.3825 0.0686 0.1017 0.1201 0.2399 0.0872
A7 0.3396 0.1166 0.1069 0.1362 0.1719 0.1289
A8 0.4060 0.1107 0.1045 0.1331 0.1357 0.1100
A9 0.3342 0.1087 0.1035 0.1272 0.1997 0.1269
A10 0.3319 0.0951 0.0944 0.1192 0.2428 0.1166
A11 0.3782 0.1013 0.0782 0.1122 0.2274 0.1027
A12 0.3932 0.0510 0.0550 0.0727 0.3586 0.0696
A13 0.4275 0.0758 0.0988 0.1144 0.1808 0.1026
A14 0.4677 0.0866 0.0747 0.0883 0.1444 0.1382
A15 0.4983 0.0477 0.0775 0.0976 0.1688 0.1100
A16 0.3503 0.0453 0.1113 0.1386 0.2264 0.1280
A17 0.3070 0.1378 0.1156 0.1314 0.2373 0.0709
A18 0.3554 0.0446 0.1120 0.1417 0.2256 0.1208
A19 0.4670 0.0536 0.0697 0.0982 0.2483 0.0631
A20 0.5101 0.0448 0.0530 0.0650 0.2619 0.0651
A21 0.3675 0.1123 0.0977 0.1219 0.1704 0.1303
A22 0.3714 0.0911 0.0825 0.1044 0.2662 0.0844
A23 0.4910 0.0456 0.0512 0.0629 0.2522 0.0971
A24 0.4962 0.0673 0.0705 0.1000 0.2207 0.0453
A25 0.4066 0.0604 0.0539 0.0662 0.2285 0.1844
A26 0.3343 0.1167 0.0653 0.0791 0.2524 0.1523
A27 0.3768 0.0569 0.0614 0.0780 0.2700 0.1569
A28 0.3541 0.0537 0.1263 0.1635 0.2422 0.0602
A29 0.3837 0.1119 0.0869 0.1047 0.1517 0.1611
A30 0.3858 0.0624 0.0660 0.0833 0.2222 0.1804
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Table 7. Sensitivity analysis for SPOTIS.

Ai C1 C2 C3 C4 C5 C6

A1 −0.1567 0.0673 0.0649 0.0711 −1.2699 −0.0618
A2 −1.2473 0.5081 0.4887 0.5348 −3.0960 −0.5615
A3 −0.6203 0.2615 0.2475 0.2708 −2.0769 −0.2843
A4 −1.5565 0.6771 0.6225 0.6839 −3.7271 −0.6854
A5 −0.2724 0.1162 0.1079 0.1180 −1.4697 −0.1148
A6 −0.1653 0.0681 0.0658 0.0721 −1.2717 −0.0663
A7 −1.1524 0.4734 0.4463 0.4737 −2.8807 −0.5139
A8 −0.4340 0.1806 0.1684 0.1840 −1.7348 −0.1976
A9 −0.7860 0.3287 0.3095 0.3389 −2.3329 −0.3658
A10 −0.5119 0.2189 0.2011 0.2199 −1.8725 −0.2399
A11 −0.6744 0.2515 0.2525 0.2678 −2.0151 −0.2952
A12 −0.5412 0.2142 0.2001 0.2182 −1.8214 −0.2058
A13 −0.2900 0.1161 0.1125 0.1231 −1.4525 −0.1226
A14 −0.4593 0.1806 0.1795 0.1964 −1.7118 −0.1927
A15 −0.3761 0.1529 0.1508 0.1656 −1.5976 −0.1582
A16 −0.6636 0.2916 0.2569 0.2815 −2.1346 −0.3027
A17 −0.7134 0.2722 0.2564 0.2807 −2.0331 −0.2865
A18 −0.6718 0.3038 0.2538 0.2790 −2.1392 −0.3016
A19 −0.2779 0.1065 0.1007 0.1109 −1.3915 −0.0995
A20 −1.4222 0.5033 0.4773 0.5219 −2.8115 −0.4901
A21 −0.3245 0.1095 0.1141 0.1247 −1.4170 −0.1301
A22 −0.6949 0.2394 0.2248 0.2472 −1.8779 −0.2750
A23 −1.4252 0.5201 0.4856 0.5388 −2.8322 −0.5247
A24 −2.4421 0.8498 0.7733 0.8496 −4.1049 −0.9894
A25 −1.0760 0.3672 0.3517 0.3854 −2.2711 −0.3938
A26 −0.6349 0.2253 0.2172 0.2381 −1.8050 −0.2516
A27 −0.7078 0.2652 0.2443 0.2681 −1.9204 −0.2763
A28 −0.7650 0.2921 0.2463 0.2699 −1.9794 −0.2763
A29 −0.4495 0.1595 0.1512 0.1650 −1.5626 −0.1781
A30 −1.0905 0.4065 0.3681 0.4034 −2.3781 −0.4309

Table 8. Local weights for SPOTIS.

Ai C1 C2 C3 C4 C5 C6

A1 0.0926 0.0398 0.0384 0.0420 0.7507 0.0365
A2 0.1938 0.0789 0.0759 0.0831 0.4810 0.0872
A3 0.1649 0.0695 0.0658 0.0720 0.5522 0.0756
A4 0.1957 0.0851 0.0783 0.0860 0.4687 0.0862
A5 0.1239 0.0528 0.0491 0.0537 0.6684 0.0522
A6 0.0967 0.0398 0.0385 0.0422 0.7440 0.0388
A7 0.1940 0.0797 0.0751 0.0797 0.4849 0.0865
A8 0.1497 0.0623 0.0581 0.0635 0.5983 0.0681
A9 0.1762 0.0737 0.0694 0.0760 0.5229 0.0820
A10 0.1568 0.0671 0.0616 0.0674 0.5736 0.0735
A11 0.1795 0.0670 0.0672 0.0713 0.5364 0.0786
A12 0.1691 0.0669 0.0625 0.0682 0.5690 0.0643
A13 0.1308 0.0524 0.0507 0.0555 0.6552 0.0553
A14 0.1573 0.0619 0.0615 0.0672 0.5862 0.0660
A15 0.1446 0.0588 0.0580 0.0637 0.6142 0.0608
A16 0.1688 0.0742 0.0653 0.0716 0.5430 0.0770
A17 0.1857 0.0708 0.0667 0.0731 0.5291 0.0746
A18 0.1701 0.0769 0.0643 0.0706 0.5417 0.0764
A19 0.1331 0.0510 0.0483 0.0532 0.6668 0.0477
A20 0.2284 0.0808 0.0767 0.0838 0.4515 0.0787
A21 0.1462 0.0493 0.0514 0.0562 0.6383 0.0586
A22 0.1952 0.0673 0.0632 0.0694 0.5276 0.0773
A23 0.2253 0.0822 0.0768 0.0852 0.4477 0.0829
A24 0.2440 0.0849 0.0773 0.0849 0.4101 0.0988
A25 0.2221 0.0758 0.0726 0.0796 0.4687 0.0813
A26 0.1883 0.0668 0.0644 0.0706 0.5353 0.0746
A27 0.1922 0.0720 0.0664 0.0728 0.5216 0.0750
A28 0.1998 0.0763 0.0643 0.0705 0.5169 0.0722
A29 0.1686 0.0598 0.0567 0.0619 0.5861 0.0668
A30 0.2148 0.0801 0.0725 0.0794 0.4684 0.0849
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In the case of the leader of the COMET ranking, which is A4, it can be observed that
the highest local importance affecting the preference value is criterion C1 (0.3962), and
the second criterion in terms of local importance is C5 (0.1947). Therefore, it explains
why A4 got first place in the COMET ranking, although it had a less attractive value
of the globally most relevant criterion C5 than A24. The value of C1, which is the most locally
relevant criterion for A4, is more advantageous in its case than in A24. For the SPOTIS
method, the local weights determined for A4 have different values than for COMET.
The highest local significance for A4 is criterion C5 (0.4687), while the second-highest local
significance is criterion C1 (0.1957). It explains why A4 is preferred in the COMET ranking
but no longer preferred in the SPOTIS ranking. For SPOTIS, C5 (0.4101) proved to be
the most locally relevant criterion for the leader of its ranking, A24, followed by C1 (0.2440),
so in the SPOTIS ranking, alternative A24 appeared to be the most preferred.

For alternative A2, which ranked second in COMET, the local significance for the
COMET method is highest for criterion C1 (0.3354), and the second most relevant criterion
is C5 (0.1682). For SPOTIS, it is otherwise, as the most locally significant criterion for A2 is
(0.4810) and the second most important criterion is C1 (0.1938).

The local weights for each alternative determined by the sensitivity analysis procedure
are visualized as a cumulative column chart in Figure 2. The highest contribution of cri-
terion C1 for all alternatives can be observed, which means it is the most locally relevant
criterion in the COMET method. The second most locally relevant criterion is C5.
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Figure 2. Local weights for individual alternatives for the COMET method.

Figure 3 displays a cumulative column chart representing the share of criteria in terms
of their local relevance to the alternatives analyzed for the SPOTIS method. In this case,
the highest local importance is shown by criterion C5, followed by C1.
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Figure 3. Local weights for individual alternatives for SPOTIS method.

For all alternatives analyzed, criterion C1 has the highest local significance for the
COMET method, while for the SPOTIS method, the most locally relevant criterion is
C5. The results obtained indicate that the preference for each alternative depends on
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the values of the criteria that are most relevant not only globally, according to the weights
determined by an objective weighting technique. Furthermore, of great importance are
the local weights, which are different for each alternative but are dependent on the global
weights. The COMET method indicated A4 as the best alternative, which does not have
the most attractive value of the globally most important criterion, price (C5), but has a very
advantageous value of the second most important criterion (C1). The SPOTIS method, on
the other hand, indicated A24 as the leader of the ranking, which has the lowest price, even
though the value of C1 is not among the most favorable in its case compared to the other
alternatives. The results obtained suggest that, in this case, the decision-maker, in addition
to considering the rankings provided by both methods, should take into account their
individual preferences regarding the relevance of the decisive criteria in the final decision.

5. Discussion

This article is intended to present an approach based on two innovative rank-reversal-
free MCDM methods, COMET and SPOTIS, which could be applied in a decision support
system for multi-criteria selection of solar panels for photovoltaic systems. The proposed
approach is demonstrated with an illustrative example of selecting the most advantageous
solar panel option from thirty available alternatives, taking into account six criteria rel-
evant to the decision-makers. The obtained results confirmed the well-known fact that
the same decision problem could be evaluated differently if different MCDM methods
are used for this purpose. Due to the various algorithms of the methods and the differ-
ent ways they scale the targets, choosing the most appropriate method for a particular
problem is not straightforward. In this situation, a comparative analysis of the methods is
suggested to identify fields for their applicability [42]. A practical approach to selecting
MCDM methods for benchmarking considers selecting methods with similar assumptions
and algorithms. In this paper, whose subject was multi-criteria wind farm site selection,
the problem was evaluated using three methods: TOPSIS, VIKOR, and COMET. Algo-
rithms based on distance measurement and using reference points in the problem space
are their common features, making their selection for comparative analysis justified [8].
Furthermore, the same set of MCDM methods was chosen to evaluate the sustainable trans-
portation problem in [62]. Ease of application and adaptation of the method to the problem
under consideration is also significant in the choice of methods, for example, usefulness
in evaluating quantitative data, which are often found in renewable energy problems [31].
In selecting an MCDM method, it is also essential to consider whether the ranking that
the method returns provides comparability with the other methods [42].

The authors of this paper took into account the suggestions for the adequate choice
of MCDM methods present in the literature review and decided to use in the proposed
approach two methods, COMET and SPOTIS. Their common features are robustness to
rank reversal paradox, use of reference objects, measurement of distances from reference
objects, high accuracy, and ability to work with data in the form of decision matrix with
numerical values and return results in quantitative form. The mentioned advantages
of both methods are useful in case of intention to use them in practice as a decision support
system engine, as they enable easy, automated, and objective evaluation considering both
multiple alternatives and numerous criteria. An aspect that seems to be advantageous
from the point of view of attempting to develop an automated DSS that is objective and
easy to use for the decision-maker is the replacement of the laborious step of pairwise
comparison of characteristic objects by an expert with the evaluation of a set of COs objects
using the TOPSIS method. The COMET method retains its main advantage, which is
rank-reversal-free because the TOPSIS method combined with COMET operates on charac-
teristic objects and not on alternatives [41]. For the multi-criteria problem solved in this
paper, with six criteria and three characteristic values for each criterion, 729 characteristic
objects are generated. It follows that if the monolithic structure of this problem were used
in the classical version of COMET, 265,356 pairwise comparisons by an expert would be re-
quired. However, the number of pairwise comparisons can be obviously reduced by using
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a decomposition procedure that divides the criteria into modules to obtain a hierarchical
structure of the problem [64]. Such a hierarchical model with ten decision criteria divided
into three modules was created for offshore wind farm site selection using COMET in [29].
However, subjective comparisons performed manually by an expert are still necessary,
while replacing this step with the TOPSIS method makes the proposed hybrid approach
more compatible with the authors’ attempt to create a fully automated and objective system
for evaluating solar panels.

When a significant effect of criterion weights on rankings is observed, it is advisable
to conduct a selected kind of sensitivity analysis that supports analysis and more accu-
rately determines the influence of criterion weights on rankings [45]. Sensitivity analysis
performed in this study, providing local weights for the individual alternatives concerning
the criteria, demonstrated that criterion C1, which is Open Circuit Voltage, is more relevant
for determining preferences for the COMET method. In contrast, the SPOTIS method takes
more C5 (Cost per m2) into account.

Despite the observed differences in the rankings, the values of both rw and WS ranking
similarity coefficients showed their high correlation. Thus, the results demonstrate that
both methods were appropriately selected for the problem to be solved, and they have
high potential as the basis of DSS for solar panel selection.

6. Conclusions

This paper aimed to present the application of two innovative rank-reversal-free
MCDM methods, which are COMET and SPOTIS, on the example of a multi-criteria solar
panel selection problem. In addition, the COMET method was combined with the TOP-
SIS method to replace the labor-intensive and subjective step of pairwise comparison
of characteristic objects by an expert with an automatic and objective evaluation of the set
of characteristic objects. Criteria weights were determined using an objective entropy
weighting technique and were identified as the most relevant two following selection
criteria: cost per m2 (C5) and open circuit voltage (C1).

The COMET method identified A4 with an advantageous C1 value as the best alterna-
tive, while the SPOTIS ranking indicated A24 with a very favorable C5 value as the best
variant. The discrepancies in obtained rankings are caused by different considerations
of the significance of the criteria weights at the local level by both methods, as demonstrated
in the sensitivity analysis procedure. COMET prefers alternatives with advantageous C1
values, and SPOTIS favors alternatives with attractive C5 values. Identification of such
properties can be useful in supporting the selection of the more favorable alternative
in terms of the criteria that are more important to the decision-maker.

The obtained results proved that the approach proposed by the authors is suitable
and applicable as the basis of a DSS supporting the selection of solar panels. Its main
advantages include ease of use, the objectivity of the obtained rankings with respect to
the relevance of the criteria, and full automation of all procedures. Solar panel technology is
becoming more popular and available as prices drop and the number of attributes that char-
acterize it is large. The presented advantages of the approach, which is the subject of this
article, make it seem promising and future-proof for supporting the decision of choosing
solar panels both for individual customers representing households and for companies
needing complex photovoltaic systems. Furthermore, the obtained results encourage
the continuation of the presented research, involving the study of other techniques for cri-
teria weighting—for example, CRITIC [65], IDOCRIW [66], CILOS [67], and extending
the scope of the performed research to other fields, including the problem of renewable
energy sources and, depending on the obtained results, other MCDM methods.
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