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Abstract

:

The built environment is the global sector with the greatest energy use and greenhouse gas emissions. As a result, building energy savings can make a major contribution to tackling the current energy and climate change crises. Fluid dynamics models have long supported the understanding and optimization of building energy systems and have been responsible for many important technological breakthroughs. As Covid-19 is continuing to spread around the world, fluid dynamics models are proving to be more essential than ever for exploring airborne transmission of the coronavirus indoors in order to develop energy-efficient and healthy ventilation actions against Covid-19 risks. The purpose of this paper is to review the most important and influential fluid dynamics models that have contributed to improving building energy efficiency. A detailed, yet understandable description of each model’s background, physical setup, and equations is provided. The main ingredients, theoretical interpretations, assumptions, application ranges, and robustness of the models are discussed. Models are reviewed with comprehensive, although not exhaustive, publications in the literature. The review concludes by outlining open questions and future perspectives of simulation models in building energy research.
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1. Introduction


1.1. Background


Buildings account for over 40% of primary energy use and more than 36% of greenhouse gas emissions in the EU countries and the USA [1,2]. These percentages are even higher on a global basis. Energy efficiency in the building sector is a key driver and a top global priority, as presented in the EU’s mandatory targets for low-energy and low-carbon buildings to 2020/2050 [3,4] and beyond. Heating, ventilation, and air conditioning (HVAC) loads represent a high energy expense in building sector. In the EU, 546 mega tons of energy was consumed in heating and cooling in buildings, businesses and industry, accounting over 50% energy produced in 2012 [5]. The projection would remain the largest energy sector under scenarios of both business-as-usual and decarbonization by both the years of 2030 and 2050 [5]. In the USA, over 90% of homes use HVAC systems that are responsible for 100 million tons of CO2 yearly. Building energy systems contribute significantly to climate change.



Despite its importance, however, “there is surprisingly little information about heating and cooling or HVAC systems in buildings” [5]. Above all, the pandemic has created a new research environment on operation and energy consumption of HVAC systems due to the increased concern of the virus spread in buildings. This paper contributes to these urgent needs by presenting a review on fluid dynamics models applied to building energy research.




1.2. Fluid Dynamics Models


There are various types of energy modeling approaches serving different purposes in building energy research, and particularly data-driven models, such as machine learning, have grown rapidly in recent years. However, mass, energy, and fluid flow are a major foundation of the dynamics of any energy system. As Covid-19 is continuing to spread around the world, fluid dynamics models are proving to be more essential than ever for exploring airborne transmission of the coronavirus indoors in order to develop energy-efficient and healthy ventilation actions against Covid-19 risks. The airborne transmission of SARS-CoV-2 indoors is being researched extensively. This problem is fundamentally the fluid dynamics of a transient turbulent jet with buoyancy and laden droplets with the SARS-CoV-2 virus.



Hence, in the study of complex systems in distributed building energy systems, methodologies that explicitly describe the flow dynamics are instrumental in structuring energy systems’ models for design and control purposes. Importantly, fluid dynamics models are scaled representations of the modelled energy systems. Models can represent the interrelationships between the subsystems and energy flow paths. The complex energy systems can be understood and controlled efficiently if fluid dynamics models are adopted.



On the other hand, the growing complexity of the building energy systems can as well lead to uncertainties in methodological problems for modelling and simulation, especially regarding fluid dynamics modelling. This paper, therefore, reviews the progress in developing fluid dynamics modelling techniques in simulating building energy performances and provides a vantage point for addressing theoretical and methodological challenges in the context of systems’ complexities. This is a vital step for modelling the increasing complexities of building energy systems for an improved understanding of building energy efficiency. This paper is devoted to a detailed description of the fluid dynamics approach to modelling. It provides an answer to the questions of how well the models are able to model building energy performance and what insights can be gained into building energy modelling from the successes and failures of these models. The review is organized and structured as follows. Section 2 describes the model equations and briefly overviews the fluid dynamics models that are focused in this review. Section 3, Section 4, Section 5, Section 6 and Section 7 provide a detailed description of the models and modelling connected with building energy research, including various building energy and airflow simulations. Section 8 presents the conclusion and suggestions for future research and directions.




1.3. Fluid Dynamics Models in Building Energy Efficiency Research


Energy use in a building depends on the interaction between the climate, the physical properties of the building, the building’s HVAC systems, occupant behavior, and many other factors. Although the physics of the whole building system is well understood, its thermal behavior is still not well understood due to the dynamic interaction of the building and its indoor and outdoor thermal environments. Models and simulations are important tools for analyzing the building system.



Building energy simulation models may be divided into three families based on categorizing the building space and computational geometries: (1) indoor air, (2) outdoor environment, and (3) building systems, such as the building envelope and its energy and control systems. Simulation of airflow for indoor and outdoor environmental conditions and the incorporation of the heat transfer characteristics of building systems have been in the mainstream of building energy modelling literature, due to the well-known energy efficiency and indoor air quality dilemma [6]. The issue has become more challenging in the pandemic mode for a year and a half, given the impact of ventilation with outside air on SARS-CoV-2 spread. As SARS-CoV-2’s Delta variant is highly transmissible, it was only recently (on 29 July 2021) that wearing masks was recommended even for fully vaccinated people indoors where COVID-19 transmission might be at a high or substantial risk [7]. Clearly, the current standards of building ventilation should be re-evaluated and building HVAC systems should be better integral to the COVID-19 risk mitigation strategies.



Indoor environments are influenced by indoor airflow rate, temperature, humidity, and indoor air pollutant concentrations, that are strictly governed by transport equations consisting of the continuity equation of mass conservation, three momentum conservation, and energy conservation equations, the Navier–Stokes equations [8,9]. These are driven by the combined forces of the external wind, interior mechanical fans, and thermal buoyancy, and are further complicated by the turbulent characteristics of airflows. Figure 1 shows an example of just such a ventilated room where separation, reattachment, transition to turbulence, and recirculation or vortex formation are present. Since the airflow in a building system is generally turbulent, random, multiscale, and complex in nature, the governing Navier–Stokes equations do not permit analytical solutions.



Hence, the typical practice is to solve the Navier–Stokes equations numerically to capture the physical features of the problem at hand. Computational Fluid Dynamics (CFD) has been employed widely especially for this purpose. An example of CFD calculations for determining the pressure distribution around a house is shown in Figure 2, where the left inlet velocity is set at 3 m/s.



The proper selection of a turbulence modelling method and grid generation is of great importance to the simulation accuracy of the turbulent airflow. Very often the turbulence models are inconsistent with the phenomenon in question since the characteristics of airflow distribution are often difficult to identify or too complex for CFD because the phenomenon is beyond what is computationally possible. These problems are not completely understood or resolved in building energy applications [10,11].





2. Fundamentals of Fluid Dynamics Models


2.1. Model Equations


The basic governing equations of fluid flow are




	
Conservation of mass










    D ρ   D t   + ρ ∇ .   u →   = 0  



(1)








	
Conservation of momentum (Navier–Stokes equation)










  ρ   D  u →    D t   = − ∇ ρ + ∇ .   τ ¯  ¯  + ρ u  g →   



(2)








	
Conservation of energy










  ρ   D E   D t   = − ∇ . ( ρ  u →  ) + ∇ . ( λ ∇ T ) + ∇ . (   τ ¯  ¯  .  u →  ) −  ∑   h j     q →   j    + ρ  g →  .  u →  +  Q ˙   



(3)




where ρ,   u →  , p,     τ ¯  ¯   ,    g →   , λ, T, h,    q →   ,   Q ˙  , and E are density, velocity vector, pressure, viscous stress tensor, gravitation vector, conductivity, temperature, enthalpy, diffusion flux, heat source term, and the sum of internal and kinetic energy, defined as total energy, based on the unit mass. The substantial derivative    D  D t       is defined as    D  D t   =  ∂  ∂ t   +  u →  . ∇ .  .



For many building energy studies, a Newtonian fluid with uniform viscosity is assumed, and the constitutive equation for     τ ¯  ¯    is expressed as


    τ ¯  ¯  = μ ( ∇  u →  +   ( ∇  u →  )  T  −  2 3  ∇ .  u →  I )  



(4)




where μ is the dynamic viscosity coefficient, I is the identity tensor, and the kinematic viscosity coefficient υ = µ/ρ.



In particular, for incompressible fluid without external force, the equations can be simplified. To close out the equation system, constitutive equations of thermodynamic properties are needed to relate the state variables. For buoyancy-driven flow that dominates building ventilation, the ideal gas equation or the Boussinesq approximation is generally used to relate densities to temperatures.




2.2. An Overview of Fluid Dynamics Modeling


A dimensionless analysis of the set of Navier–Stokes equations produces the Reynolds number (Re), which characterizes the flow features of the fluid. Turbulence occurs at high Reynolds numbers and is random, irregular, diffusive, dissipative, and chaotic in three dimensions and consists of eddies of many different sizes, energy levels, and structures. According to turbulence theory [12,13], eddies are formed over different length and time scales, the size of large eddies are in the same order of the mean flow, depending on the boundary conditions. The smallest eddies, characterized by the Kolmogorov scale, are universal and isotropic. Viscous dissipation of turbulence kinetic energy is associated with them. The large eddies are unstable and eventually broken up to generate smaller eddies, and therefore energy cascades from larger to smaller eddies. The turbulence theory states


        u ∝  k   1 2          ε ∝  k τ         



(5)




where u is the characteristic velocity of large eddies,   k =  1 2     u i  ′  u i  ′  ¯    turbulent kinetic energy, ε the dissipation rate, and τ the time scale of large eddies. From Equation (5), the turbulent length and time scales of large eddies are


        l ∝    k   3 2     ε        τ ∝  k ε         



(6)




where l is the length scale of large eddies. At the Kolmogorov scale,


         l η  ∝        υ 3   ε      1 / 4          τ η  ∝      υ ε      1 / 2          



(7)







The major challenge in modelling turbulence comes from the wide range of time and length scales in which turbulent mixing occurs and energy is transferred. The evolving eddy structure of the turbulence is still not fully understood.



Until now three basic models can be generalized: (1) the Direct Numerical Simulation (DNS) model which resolves all the scales of the turbulent flows without any models or approximations; (2) the Reynolds-averaged Navier–Strokes (RANS) model which resolves the mean flow and average out the turbulent fluctuations; and (3) the Large Eddy Simulation (LES) that lies between the models of DNS and RANS regarding the resolved scales. Comparison of the computational costs is shown in Table 1, where the ratio of the largest to smallest length scales on the order of Re3/4 is used based on the Kolmogorov theory [12,13,14].



Table 1 shows that DNS has the highest level of physics modelling and cost while RANS has the least. Consider a typical indoor airflow in a small mechanically ventilated office with Re = 5000. DNS requires a grid on the order of 1010 and minute calculation of 106 [15]. In much practical indoor airflow where typically Re = 104–105, the required grid sizes of DNS and LES are in the range of 1012–108, exceeding the capacity of most contemporary computers.



The relatively low computational cost of RANS makes it the most commonly used turbulence model in building energy research. However, RANS is not capable of accurately predicting certain complex flows, for example, separated flows. Thus, even with today’s supercomputers, the single largest challenge is the balance between reliable accuracy and affordability of the CFD model for turbulent flow, especially for high Reynolds number simulations. The following is an overall review of the popular mainstream turbulence models including a brief description of DNS models.





3. Direct Numerical Simulation (DNS) and Turbulence Models


3.1. DNS Models


DNS models are the most accurate CFD method with high resolution and computational cost. In terms of practical applications where Reynolds numbers are generally on the order of 106–108 for the flows around buildings and on the order of 105 inside buildings, DNS is not practical. Moreover, higher orders of accuracy are needed in order to secure higher-order closures. High-order methods are still an open question in many aspects, regarding, for example, mesh generation and numerical stability. The majority of DNS models, therefore, have been limited to theoretical studies of near-wall turbulence models for natural and forced convection flow in building spaces [16,17,18]. To understand infectious COVID-19’s dynamic transmission mechanisms under cough and sneeze flows [19], the DNS model was applied. The cumulus cloud flow DNS model including phase change thermodynamics and the dynamics of small water droplets was combined with generated data from these flows. DNS models are not feasible, generally. This leads to the wide application of the turbulence models based on RANS and LES approaches.




3.2. Turbulence Models


The most widely used current method for modelling turbulent flows is the RANS approach. RANS decomposes the flow field, velocities, and pressures into the mean and fluctuating parts as:


     u i  =   u ¯  i  +  u i  ′      p i  =   p ¯  i  +  p i  ′    



(8)




where the mean values are averaged over time    u ¯  =  1  Δ t      ∫ t  t + Δ t    u d t      and     u ¯  i  ′ = 0  . For an incompressible Newtonian flow, the averaging procedure gives


    ∂   u →  i    ∂ t   +   ∂   u →  i    u →  j    ∂  x j    = −  1 ρ    ∂  p ¯    ∂  x i    +  ∂  ∂  x j    ( υ   ∂   u →  i    ∂  x j    −  τ  i j      R A N S   )  



(9)




and the Reynolds stress


   τ  i j      R A N S   =    u i  ′  u j  ′  ¯   



(10)







In contrast to the RANS method, the LES approach separates small eddies and large eddies based on a spatial filter. The flow field is decomposed as filtered and residual subgrid-scale (SGS) parts as:


     u i  =   U ¯  i  +  u i  ″     p =  P ¯  + p ″    



(11)




where the filtered component is


     U ¯   i  =    ∫ V    u i  F ( x − x ′ )    d x ′  



(12)




for the whole volume V of the flow and the filter function F satisfies      ∫ V   F ( x ′ )    d x ′ = 1  . The commonly used filter functions are top hat (or box), Gaussian, and spectral cut-off functions [20], for example, the top hat filter


  F ( x ′ , Δ ) =      1   Δ 3    , | x ′ | ≤  Δ 2      0 , | x ′ | >  Δ 2       



(13)




where Δ is the filter width.



The filtered Navier–Stokes equations become


    ∂    U i   ¯    ∂ t   +   ∂    U i   ¯     U j   ¯    ∂  x j    = −  1 ρ    ∂  P ¯    ∂  x i    +  ∂  ∂  x j    ( υ   ∂    U i   ¯    ∂  x j    −  τ  i j      L E S   )  



(14)




and the subgrid-scale (SGS) Reynolds stress


   τ  i j      L E S   =      U i  U  ¯   j  −    U i   ¯     U j   ¯   



(15)







τijLES plays a similar role in LES as τijRANS in RANS.




3.3. Near-Wall Turbulence Models


Near-wall boundary modelling is especially important in building research from a physical point of view because walls are a major component of a building and they determine flow separation, transition, and reattachment around and inside the building. Additionally, most temperature changes occur across such a boundary. Numerous experiments have shown that the velocity profile at the near-wall region can be basically categorized into three boundary layers: the viscous sublayer, buffer layer, and the fully turbulent layer. The turbulence develops and grows from the viscous sublayer (laminar) to the fully turbulent layer (fully turbulent) with laminar-turbulent transition. This corresponds to the velocity and temperature increase from the no-slip condition and wall temperature to a maximum velocity and the temperature in the main stream of the flow.



For modelling the near-wall region, the most essential requirement is the accurate determination of the near-wall flow gradients of the flow profiles. However, turbulent flow conditions with very steep gradients near the walls result in very thin boundary layers and the inhomogeneous and anisotropic flows in the thin boundary layers are difficult to resolve and capture. In the viscous sublayer, the viscosity dominates and the convection can be neglected while in the fully turbulent layer, the opposite effects determine the flow. The buffer layer presents the transitional layer while the only dominant variable is the normal distance from the wall. This phenomenon near the wall should be correctly reproduced by turbulent models and special treatments are generally needed to ensure consistency with the boundary layer flows [21]. The success of the turbulent models is mostly judged by the performance of the models in the near-wall regions. The near-wall behavior of RANS and LES and the treatments will be briefly reviewed in the following relating sections for the relevant models.





4. Reynolds-Averaged Navier–Stokes (RANS) Models


RANS models can be classified into two major groups depending on how the Reynolds stresses τijRANS (see Equation (10)) are formulated. The most common approach to modelling Reynolds stresses is the eddy viscosity model (EVM) in which the Reynolds stress is expressed according to the eddy viscosity hypothesis model EVM to link the mean flow with the turbulence feature. Another approach is provided by the Reynolds stress models (RSM).



4.1. Eddy Viscosity Models (EVMs)


The EVM models can be further divided into linear (LEVM) and nonlinear (NLEVM) models [21]. LEVMs are further classified as zero-, one-, and two-equations, related to the number of transport equations and the approaches to calculating velocity and length scales (see Equation (5)).



The zero-equation, or the mixing length, model was originally introduced by Prandtl [22]. In this model, the transport equation is not solved and the eddy viscosity represents a global value for the mean velocity and length scales [23]. The one-equation model solves one transport equation for velocity scale and the length scale is determined algebraically. The standard Spalart–Allmaras (S-A) model [24] is the most popular one-equation turbulence model because of its simplicity and acceptable accuracy. Both zero-equation and one-equation are cost-effective; however, neither is used as a general turbulence model.



Two-equation models are sometimes referred to as complete models because two quantities are employed to characterize both velocity and length scales and solve them independently. Most often the velocity scale is k1/2 but the length scale l varies. This allows turbulence production and dissipation to have localized rates and leads to more accurate models. Therefore, two-equation models offer a good compromise between computational effort and accuracy. The standard k-ε turbulence model [21] is the most commonly used turbulence model and it is still by far the most popular model. It also has well-known drawbacks that produce inaccurate prediction for some complex flows involving severe pressure gradient, separation and recirculation.



Many attempts have been made to remedy the inaccurate standard k-ε model performance. Some of the popular ones include the Re-Normalisation Group (RNG) k-ε model [25], the realizable k-ε model [26], the standard k-ω model [27], and the Shear Stress Transport (SST) k-ω model [28].




4.2. Reynolds Stress Models (RSMs)


Besides LEVM, nonlinear eddy viscosity models (NLEVM) have also been proposed to improve LEVM. NLEVMs serve the intermediate level models between LEVMs and RSMs. Originating from [29] and referred to as a second order or moment closure, RSMs present another large class of turbulence models. In the RSMs, without the isotropic eddy viscosity hypothesis, the Reynolds stresses are derived in the exact form that accounts for anisotropic Reynolds stress fields. The computational cost is high.



A simplified alternative of RSM is the algebraic stress models (ASM) proposed by Rodi [30]. The basic idea is to approximate the differential Reynolds stress terms in such a way that the modelled equations become algebraic. Since the transport equations for k and ε have to be solved in ASM models, ASMs are sometimes referred to as NLEVMs. RSMs are used within a sufficiently small region in studying significant anisotropic turbulence in building energy research.




4.3. Near-Wall Treatment


In the near-wall regions where Reynolds numbers are low and viscosities dominate, neither the kε nor the k-ω formulations can produce the near wall physics correctly. Near-wall treatment is needed and remains difficult physically [31]. There are basically two approaches: wall function and near-wall modelling strategies. The first uses empirical formulae as algebraic wall functions to bridge the gap of the inner and outer regions. Near-wall modelling strategies solve governing equations for the viscous sublayer up to the wall without using the wall functions. Simple mixing-length zero-equation model is often used for the sublayer.



Low-Reynolds-Number (LRN) models [32] have been used for heat transfer problems where thermal transfer at the walls is important for the whole domain’s thermal field. However, for some special complex flows, for example, the buoyancy-driven types, the models are not accurate enough [33]. In the authors’ experience, LRN models aim specifically at an improved modelling of near-wall performance. They may not be efficient for low-Reynolds-number flows that are not in the near-wall regions. A two-layer model created by unifying two different turbulence models is often used: one for high-Reynolds-number flows in the outer region and another one for LRN model in the near-wall region (two-layer k-ε model in [34]). Various enhanced wall treatment and hybrid strategies have also been proposed for higher accuracies, see [35,36] in building applications.





5. Large Eddy Simulation (LES) Models


5.1. An Overview


The rationale behind LES is based on the fact that energy tends to travel from large turbulence scales to smaller ones, but not in the reverse [37]. Therefore, LES resolves the large turbulence scales containing most of the turbulent kinetic energy while the effects of small energy-dissipating scales are modelled using SGS models which could be much simpler than the RANS model equations. LES provides a more detailed analysis of the turbulence structure compared to RANS.



The classical Smagorinsky–Lilly model [38,39] is one of the most popular SGS models due to its simplicity and numerical stability; however, it has several drawbacks, mainly related to the choice of the model coefficient. The model is not accurate enough for transitional flows. The dynamic Smagorinsky–Lilly (LES-DYN) model [40] applies a dynamic modelling concept that presents a major step in SGS modelling. The main idea is to filter the resolved scales using a larger filter to relate SGS stresses at the two levels to calculate the varying coefficients of the Smagorinsky model.



The variational multiscale (VMS) methods extend classical filtering approach in LES models in such way that spatial filtering is replaced by the variational projection [41]. The VMS method decomposes the flow field into three scales: large, resolved small, and unresolved (small) scales. The unresolved scales are generally assumed not directly influence the large scalesbut indirectly, influence the resolved small scales only. VMS has been found to perform better than the Smagorinsky and dynamic LES-DYN models [42].




5.2. Near-Wall Treatment


Although LES is generally expected to be more accurate than RANS, it faces a serious challenge for high-Reynolds wall-bounded flow where the dissipation takes place in smaller eddies. More stringent resolution requirements are then needed to resolve the dynamically important and small eddies in the near-wall region with the cost comparable to a DNS. LES models are currently restricted to relatively low-Reynolds-number flows. Generally, it is only recommended to model flows where wall boundary layers are generally irrelevant in practical calculations; otherwise, special near-wall treatment is needed.



Two common approaches have been proposed: wall stress models and hybrid RANS/LES techniques. The hybrid RANS/LES method has proven successful in the past in paving the way to improve turbulence modelling research. In building energy applications, however, hybrid RANS/LES models have not been efficiently performed for indoor airflows [43] with very limited applications. Despite the gaps, hybrid RANS/LES modelling has shown promising results and is a very active research topic. Figure 3 summarizes the hierarchy of the described turbulence models.





6. Implementation and Software


Simulation involves CFD software implementation of turbulence models and the software generally contains pre-processing, solving, and post-processing modules. The core of the CFD software is the solver that includes mesh generation for the geometry of the defined problem, discretization of the model equations, the solution of the resultant algebraic equations, and the handling of nonlinearity and inter-equation coupling. Commonly used discretization and solution algorithms include finite difference, finite element, and finite volume approaches combined with explicit and implicit integration over time [44]. For RANS, it is important to ensure correct and well-defined turbulence kinetic energy boundary conditions. For LES, high-accuracy discretization should be adopted to minimize the numerical dissipation. Some advanced techniques involve spectral elements, higher-order, and adaptive numerical approximations in discretization and solution methods are described in [45].



Many commercial CFD software packages are now available. Some of the most commonly used codes used in energy and building research are shown in Table 2.



Although most of these CFD software packages provide robust and higher resolution simulations, geometry, mesh generation, and grid quality are still a challenge in using these software packages.




7. Applications


This section looks at some of the areas in which the reviewed CFD models have been applied to help in understanding the advantages, drawbacks, and application ranges of the turbulence models. Two research directions can be categorized. The first are engineering efforts to adjust models for various flow applications. A second category is composed of research that mainly compares the model performance. Both may involve the methodological and practical aspects. As RANS models have been much more widely used, we draw an attention to RANS models. It is worth mentioning that application of CFD in building energy research is wide and for many purposes, and there are no clear-cut rules for separating them in many applications.



7.1. RANS Models


RANS models are the basis for most building energy simulations. There are several popular application areas in which RANS models have been applied: ventilation, urban, and pedestrian thermal and wind environments, indoor airflow and transport, dispersion, deposition of pollutants. The impact of ventilation on airborne transmission of COVID-19 virus in buildings constitutes the recent research topic. Among RANS models, the standard k-ε, RNG k-ε, standard k-ω, and SST k-ω models score the highest.



As ventilation plays a central role in building energy consumption and indoor air quality, it constitutes a major part of CFD airflow applications, accounting for 70% of the ventilation models published in the main international journals already in 2009 [11]. This number is much higher now when including indoors and ventilation mitigation strategies for preventing COVID-19 pandemic. Among the most important and popular applications is the design and control of natural ventilation systems.



The zero-equation model was initiated to simulate various ventilation based on natural, forced, mixed convection, and displacement with three-dimensional air velocity, temperature, and contaminant concentrations in a room. The simulation results agreed reasonably with both the measured data and the standard k-ε model [11]. The zero-equation model was initiated [46] to study mixed air flow ventilation and moisture transport across a large horizontal opening. The model was compared with two-story testing hut in full scale. The zero-equation model has been also applied in many other areas of building simulations.



The standard k-ε and the standard k-ω models have had much wider use in studying the natural ventilation as a low-energy environmental solution. The research problems arise from a range of topics such as the performance of wing walls for the integration of environmental, energy, and ecological issues into building design [47], indoor air flow induced by wind in a building adjacent to a vertical wall for the aim of reducing the building cooling load [48], the steady-state convection in a double-paned window for energy efficient window rating and design [49], a greenhouse’s indoor air environment with a transparent bubble envelope and the thermal energy efficiency of the envelop [50], the unsteady-state flow in a naturally ventilated space with source of heat in the central place [51], the natural ventilation under different wind incidences in a climatic livestock building with varied areas of the inlet opening [52], and ventilation cooling and airflow and heat transfer characteristics in vertical cavities with variations in different physical parameters (dimensions such as height and widths, heat fluxes, distributions of wall heat, etc.) [53]. A series of small-scale laboratory experiments were conducted and compared with the measurements in [51]. At the beginning of the room stratification, the simulations were accurate. However, for longer times, the results diverged. Applications in personalized ventilation were reviewed in [54].



Another active application area is the application of RANS for the assessment of impact of ventilation rates on indoor airflow and energy use. Here, the main interest is the simulation of the indoor airflow patterns, distribution, and velocity as well as the temperature distribution in different configurations of buildings, such as different locations of the air conditioner blower [55], and enclosed-arcade markets [56]. RNG k-ε models were employed to study a historical building with an ancient natural ventilation system [57], energy use, comfort, and condensation for both single and double glazed facade buildings [58], and optimization of indoor environment [59]. Double glazed facade with natural ventilation demonstrated a minimized energy consumption as well as enhancing the thermal comfort in [58]. Ramponi and Blocken [60] applied the SST k-ω model to investigate wind-induced cross ventilation of buildings in four configurations compared with wind tunnel measurements. The measurements showed good agreement with the model. Hussain and Oosthuizen [61] also applied the SST k-ω model to investigate three-storey atrium building and its buoyancy-driven natural ventilation induced by solar radiation and heat sources. These models, the SST k-ω model for example, have been applied in building hydronic heating radiant ceilings and walls for optimizing both energy consumption and comfort for [62].



Outdoor airflow simulation is an important topic, since wind is the driving force in cross ventilation. Due to computer capacity limitations, much outdoor airflow simulation has been simulated separately to provide boundary information for indoor airflow and ventilation models. Research objectives were to study convective heat transfer coefficients at the windward facade of a low-rise cubic building [63], wind-induced ventilation efficiency in void spaces in built-up urban areas [64], a hybrid ventilation system combing both natural and mechanical ventilation [65], atmosphere boundary layer flow around buildings [66], wind power application in buildings [67], optimization of the device performance in terms of internal velocity and pressure for different microclimates under varied external angles of windvent louvres [68], the urban wind flow and indoor natural ventilation [69], and the induced flow patterns around and inside a building [70]. In order to improve the wind comforting environment in complex urban areas, the standard k-ε model was applied in [71] in a real urban area in the city. About 920 different configurations of different heights and plan area densities were considered and evaluated. More research can be found in [72].



Exceptionally extensive research has been conducted recently on COVID-19 virus transmission mechanisms and the current indoor air ventilation measures, standards, and mitigation strategies because the coronavirus is continuing to pose weighty challenges for people around the world. A comprehensive review of various CFD models, finite element methods, and in vitro experiments were conducted by Mutuku et al. [73] on human airways of the airflow and aerosol motion and the possible pathways of airborne transmission of the COVID-19 virus. Human airways in different medical conditions (healthy and unhealthy) were considered. Table 3 shows some results.



Both [73,84] investigated energy issues also. In order to reduce indoor bacterial concentration, the effects of the use of upper indoor ultraviolet germicidal irradiation (UVGI) systems and the increase of outdoor air volume were compared in [73]. Results showed that UVGI systems were a more economical means. The rated power of UVGI systems is very small that can be neglected in terms of HVAC systems’ energy consumption, with the absolute increase of the energy consumption being only 0.45%. The impact of increasing outdoor ventilations on space heating demand was investigated in [84]. The results showed that energy consumption increased by only 51.6% using heat recovery devices, corresponding to the outdoor ventilation increase by three times. The conclusion is that significantly improved energy efficiency of the HVAC system can be obtained by using heat recovery systems. It can efficiently mitigate the increased energy consumption of HVAC systems during the coronavirus epidemic.




7.2. Comparison of RANS Models


Due to a variety of turbulence modelling options among RANS, it is often not clear which turbulence model to apply. Evaluation and testing of predictions by different types of RANS models has been object of much study, with efforts made at comparing, validating, and improving the models in order to obtain a clear picture of the capabilities of these models. Table 4 summarizes the model performances based on our exhaustive review. Only representative articles are cited in the table. To understand these models, brief application scenarios are also provided.



Our literature review and Table 4 show that RANS models are the most economical and widely used models, and they generally are able to provide the level of accuracy required. Paper [104] examined the most commonly used turbulence models including standard k-ε, two-equation k-ε, RNG k-ε, SST k-ω, RSM, and LES for their prediction capabilities on natural convection with respect to modelling strategies, such as simulation of the approach boundary layer, consideration of two-dimensional and three-dimensional simulations and the use of domain decomposition. The trajectories of external and internal flows, the flow rates of cross ventilation and internal pressure were modeled. The internal flows and the cross-ventilation flow rates were found to be insensitive to the models. In general, two-equation models are adequate in most cases. The RNG k-ε, the SST k-ω, and the standard k-ε have the best overall accuracies among two-equation models, even whilst each model has good accuracy and is suitable for certain types of fluid flow. Among them, the RNG k-ε model performs better than the standard k-ε model and the SST k-ω model has the best overall performance.



In certain cases, however, some models are not suitable ones. A case study using different RANS models was studied in [103]. The standard and realizable k-ε models had better accuracy, compared with the standard k-ω and SST k-ω model. Two-equation models suffer from several limitations especially for transition and flow separation flows. Experimental evidence has shown that indoor airflows are transitional when the Reynolds number for the supply air is between 2000 and 3500. Airflow separation occurs over building sharp edges. The same phenomena happen for the outdoor environment around buildings. Paper [36] presented a focus on various applications and found that RANS is not accurate enough for calculations of the transient separation and recirculation flow at windward edges, and of the Von Karman vortex street. To determine the most suitable turbulence model for naturally ventilated livestock buildings, [104] compared four RANS models, including standard k-ε, RNG k-ε, and the SST k-ω with measurements. They obtained surprising results: neither could adequately predict near-wall boundary layer flow, as similar results were obtained by using the standard k-ε and the RNG k-ε models. Away from the boundary layer, the RNG k-ε model did not outperform the standard k-ε. Additionally, the prediction of the SST k-ω was unsatisfactory. In complex indoor and outdoor air flow environments, turbulent flows may involve transition, separation, recirculation, and buoyancy; models perform differently for different cases; and, hence, mixed results have been reported. Paper [105] recommended the standard k-ε model with enhanced near-wall treatment based on comparative studies on commercial CFD software, e.g., FLUENT, STAR-CD, and ANSYS CFX.




7.3. LES Models


LES models usually come for predicting complex flows when RANS methods are inadequate. Jiang and Chen [106] studied single-sided natural ventilation in buildings, where RANS were inaccurate. Smagorinsky and the LES-DYN models were applied and found to have sufficiently good accuracy for fully developed high Reynolds number turbulence flow. However, if the flow presented mixed features with both turbulent and laminar properties, the Smagorinsky model couldn’t reach accurate results. The same conclusion was obtained for the flow with a significant wall effect. Thermal dispersion gas flow simulation was carried out in [107] by employing both the standard k-ε model and LES model for unsteady state turbulent flow behind a high-rise building. Results show that the standard k-ε model overestimated the dispersion and that the LES was accurate. For building outdoor environments, [108] adopted a LES-DYN to study wind flows of a station building with a complex roof. The modeling results had a good agreement with the wind tunnel test data. Liu et al. [109] studied convective heat transfer coefficients at the external windward, leeward, lateral, and top surfaces of buildings. The realizable k-ε, the SST k-ω model, and the Smagorinsky model were compared with experimental data. Although all the models were validated with the experimental data, RANS models overestimated convective heat transfer coefficients generally.



To improve the urban canopy parameterizations in mesoscale modeling in [110], the LES model was adopted and the simulation results were validated using the wind tunnel experiment. Available LES and DNS data were also compared with the simulation results. LES mode was found to outperform RANS [110]. Using LES models, a square prism in a uniform flow was investigated in terms of its aerodynamic characteristics under various angles of attack [111]. The results agreed favorably with experiments. For the same air change rate, different natural ventilation patterns, airflow behaviors, and the transport of particulate matter were modelled via LES in [112]. An empirical equation was constructed to predict both the mean ventilation rate and fluctuating ventilation rate. LES simulation, with an experiment, was used to validate the developed empirical formula [113]. Using Smagorinsky and LES-DYN models, [114] studied airflows around different configurations of blocks for pedestrian-level wind. Simulation results were analyzed and the relationship between the building geometry and the pedestrian zone wind speed was derived theoretically. Paper [115] explored surface pressure, local wall-normal forces, and cross-wind velocity on tall buildings through LES. Paper [116] applied LES to simulate turbulent buoyancy-driven flows for building-integrated photovoltaic systems mounted on building façades and roofs.



Recently, wind farms as a renewable energy are becoming popular and attracting research on their wind flow characteristics. Turbulent wind flow features for wind turbines in relation to energy production have been widely investigated. Flows of the wind farms were modeled using the LES model by Wu et al. [117]. They investigated the wind turbine behavior under different farm layouts and the resulting flow structures. Stevens et al. [118] applied LES models for finite length wind farms targeting the effects of atmospheric and wake turbulence. Yang et al. [119] investigated offshore wind farm energy using LES with both wind-seas and swells under moderate wind speeds. Further, various sensitivity studies of LES to model parameters have also been performed to provide practice guidelines [120]. Wang and Chen [121] investigated eight turbulence models for transient airflow in an enclosed environment and compared the results with experimental data. Transitional flow of jet, separations, and thermal plumes was considered. LES was found to be the most accurate model.



For LES validation and comparison with RANS models, Vita et al. [122] simulated the flow pattens around high-rise buildings based on the turbulent inflow variations. It was found that RANS models are accurate only for some situations. LES models are generally reliable. A similar setting of a high-rise building with balconies was investigated by Zheng et al. [123] with similar comparison results obtained for the RANS and LES models. RANS are conditionally accurate. The same authors [124] validated LES by wind tunnel experiments in studying other setting variations for high-rise buildings.



These results reveal the applicability of LES models. However, LES models are computationally intensive and are not always cost-effective. Vita et al. [125] investigated the flow pattens on the roof of tall buildings based on the turbulent inflow variations and the geometric model. They found that LES accuracy is only marginally affected by factors like inflow mean wind speed and other turbulence factors. Taghinia et al. [126] studied the impact of airflow on the occupants to determine the ventilation method for energy and indoor air quality. The LES model was improved in [126]. Figure 4 shows the simulation.



Recently, LES models have been also applied in the modeling of indoor airborne transmission for studying the COVID-19 pandemic. Vuorinen et al. [127] performed LES to model the aerosol transport over long distances in order to model the aerosol and droplet dispersion in relation to aerosol transmission of SARS-CoV-2. They claimed LES to be the most accurate of CFD models. Similarly, using the LES model, indoor airborne transmission in relation to the variations of mouth opening characteristics was studied in [128]. A correlation was established between the direct reaching area and the intensities of the coughs. For a restaurant setting, the indoor airflow and the associated aerosol were investigated in [129]. There have been lots of reports by the media on the contamination of asymptomatic COVID-19 cases in similar settings. The LES model was adopted to simulate the flow structures on aerosols.





8. Discussion and Conclusions


This paper has provided an in-depth review of fluid dynamics models for building energy research, with an extensive account of the theoretical interpretations, assumptions, critiques, modelling robustness and purposes, application ranges, and behavioral aspects of the most influential models encountered in the literature. A comparative evaluation of the effectiveness of the models from the most recent and relevant publications has been presented. There are reviews of application-oriented models in the literature (e.g., [54,72,130,131]), but none of these consider the fluid dynamics models from such a broad perspective of methodologies. In this respect, our review fills that void.



As the most accurate turbulence model, DNS resolves all scales of turbulence, has the highest predictive accuracy, and can be used as a benchmark reference to gain a fundamental understanding of the physical process which is not possible to gain by using other turbulence models. However, DNS is too computationally expensive for current computers and, therefore, its application remains extremely limited to low Reynolds number flows mainly. RANS, on the other hand, models all scales of turbulence and represents the most popular models in building energy applications. For certain complex flows, LES models can capture turbulent variations and dynamics more accurately than RANS models. However, strongly anisotropic flows at near-wall with high Reynolds numbers are a major challenge for both RANS and LES models. Hybrid modelling has generated much interest among researchers as a promising solution for effectively solving these challenges by combining the advantages of both RANS and LES. However, applications of the hybrids appeared to be extremely limited in building energy research. From an implementation perspective, the complexity of CFD software operation, complicated meshing techniques, and long calculation time present challenges. Reliable meshing for complex geometries will be the key to the success of CFD models.



All of the reviewed models have advantages and disadvantages with respect to their modelling accuracy, details, and application scope. The choice depends on the complexity and level of details of the analysis and the computational efficiency that needs to be achieved for the practical problems. There are several issues that need particular attention. First, the choice of appropriate modelling methods and the model is of crucial importance because state-of-the-art building simulation modelling relies on physical assumptions and empiricism. In many applications, it is recommended to combine and compare different turbulence models. Second, numerical techniques play an important role. For example, the accuracy of RANS or LES relies greatly on the employed numerical methods and mesh sizes. The most significant numerical issue associated with simulations is the grid dependency, as mentioned previously. This dependency should be minimized as much as possible.



Finally, an important issue is the ability to model the evolving smart and complex building systems that contain a large number of components with unknown multiple physical mechanisms. Multiscale modelling techniques are uniquely positioned to model complex multi-physics phenomena. Multiscale models have been adopted in some areas of building research [132,133], although they are still in the early stages of development. Furthermore, various data-driven models have been adopted to cope with the challenges of uncertainty. A crucial limitation of the pure data-driven approach is its generalization capability. Large quantities of data are needed and the models are often difficult to interpret. Data-driven models that can support physical interpretation and inference of building systems are more desirable. A contemporary trend is to couple fluid dynamics models and data-driven models. This type of model is more efficient in modelling complex buildings that involve many uncertainties and randomness with physical mechanisms that are too complex to be understood. Such hybrid modelling is the area undergoing the most rapid development.
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Nomenclature




	
E

	
total energy




	
F

	
filter function




	
    g →    

	
gravitation vector




	
h

	
enthalpy




	
I

	
identity tensor




	
i, j

	
indices (coordinate system or zones)




	
k

	
turbulent kinetic energy per unit mass




	
l

	
length scale of large eddies




	
P

	
pressure




	
    q →    

	
flux vector




	
   Q ˙   

	
heat source




	
t

	
time




	
T

	
temperature




	
u

	
velocity




	
   u →   

	
velocity vector




	
    U ¯    

	
filtered velocity




	
V

	
volume




	
x, y, z

	
space coordinate




	
Greek




	
Δ

	
filter width




	
ԑ

	
dissipation rate per unit mass




	
λ

	
thermal conductivity




	
μ

	
dynamic viscosity




	
υ

	
kinematic viscosity




	
ρ

	
density




	
τ

	
time scale




	
   τ  i j      R A N S    ,    τ  i j      L E S    

	
Reynolds stress tensor (RANS, LES)




	
     τ ¯  ¯    

	
viscous stress tensor




	
ω

	
specific dissipation




	
Operators




	
    D  D t     

	
substantial derivative




	
  u ¯  ,  u ′  

	
time averaged u, corresponding fluctuation of u




	
   U ¯   ,   u ″  

	
spatially filtered u, corresponding fluctuation of u




	
∇

	
gradient




	
Superscripts/subscripts




	
η

	
Kolmogorov scale




	
ω

	
related to k-ω model




	
Glossary of acronyms




	
ASM

	
Algebraic Reynolds stress




	
CFD

	
Computational fluid dynamics




	
DNS

	
Direct numerical simulation




	
EVM

	
Eddy viscosity model




	
HVAC

	
Heating, ventilation, and air conditioning




	
LES

	
Large eddy simulation




	
LES-DYN

	
Dynamic Smagorinsky–Lilly




	
LEVM

	
Linear eddy viscosity model




	
LRN

	
Low-Reynolds-number




	
NLEVM

	
Nonlinear eddy viscosity model




	
RANS

	
Reynolds averaged Navier–Stokes




	
Re

	
Reynolds number




	
RSM

	
Reynolds stress model




	
RNG

	
Re-Normalisation Group




	
S-A

	
Spalart-Allmaras




	
SGS

	
Subgrid-scale




	
SST

	
Shear stress transport




	
UVGI

	
ultraviolet germicidal irradiation




	
VMS

	
Variational multiscale
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Figure 1. Illustrated airflows in a room. 
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Figure 2. Illustration of wind pressure distribution on a house from CFD simulation with the left inlet wind velocity set to 3 m/s. 
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Figure 3. Illustrative hierarchy of the described turbulence models. 






Figure 3. Illustrative hierarchy of the described turbulence models.



[image: Energies 14 05384 g003]







[image: Energies 14 05384 g004 550] 





Figure 4. Temperature contours around (head of) cubic and a real manikin [126]. 
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Table 1. Comparison of DNS, LES, and RANS.
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	DNS
	LES
	RANS





	Physics
	full
	high
	low



	Grids
	Re9/4
	Re9/5
	log(Re)



	Computations
	≥Re3
	Re2–Re25
	Re weakly



	Applications
	simple flow

low Re number
	simple flow

low Re number
	wide
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Table 2. Examples of some commonly used commercial CFD software packages.
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	Software
	Sources
	Locations





	ANSYS CFX
	ANSYS, Inc.
	Canonsburg, PA, USA



	Phoenics
	CHAM Ltd.
	London, UK



	FLUENT
	Fluent Inc.
	Miami, FL, USA



	CFX
	ANSYS, Inc.
	Canonsburg, PA, USA



	OpenFOAM
	OpenCFD Ltd.
	Cannock, UK



	COMSOL Multiphysics
	COMSOL, Inc.
	Burlington, MA, USA



	STAR-CD
	CD Adapco Group
	Orlando, FL, USA



	FLOW-3D
	Flow Science, Inc.
	Pasadena, CA, USA
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Table 3. Application of RANS models in modeling COVID-19 virus transmission research.
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	Models
	Objectives
	Articles





	Zero-equation model
	Examined the infection risks of the presidential debate by presidential candidates and the audience
	[74]



	Standard k-ε
	Investigated spread of pathogenic species between occupants under different window configurations
	[75]



	RNG k-ε
	Studied aerosol transport and surface deposition in classroom regarding effects of particle size, etc.
	[76]



	Realizable k-ε
	Explored male-oriented urinal and the virus transmission
	[77]



	Standard k-ε
	Explored and visualized toilet flushing and its influence on the spread of virus aerosol particles
	[78]



	Standard k-ε
	Investigated inappropriate ventilation and the risk of airborne transmission of infectious diseases through virus-containing particles
	[79]



	Standard k-ε
	Optimized air distribution for cross-infection control in hospital. Two newly developed parameters were proposed to give a quantitative evaluation of the air distribution
	[80]



	SST k-ω
	Studied the cough’s droplet dispersion
	[81]



	SST k-ω
	Tackled aerosol transport and deposition in human respiratory tract
	[82]



	Standard k-ε
	Explored ultraviolet germicidal irradiation (UVGI) systems for reducing indoor bacterial concentration
	[83]



	Standard k-ε
	Proposed safe classroom design regarding contagions and disease transmission
	[84]
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Table 4. Comparison of RANS models.
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	Models
	Simulation Application
	Outperform Model
	Articles





	Standard k-ε, LRN, RNG k-ε
	Natural, forced, and mixed convection in rooms
	RNG k-ε model
	[85]



	LRN, RSM, standard k-ε
	Indoor airflows and impinging flow
	RSM (marginal)
	[86]



	Standard k-ε, RNG k-ε
	Outdoor wind flow
	RNG k-ε
	[87]



	Standard k-ε, RNG k-ε, LRN, standard k-ω, RSM
	Ventilation and airflow in a farm house
	RNG k-ε
	[88]



	Standard k-ε, RNG k-ε, RSM
	Natural convection in a cubic cavity
	Standard k-ε
	[89]



	RNG k-ε, RSM, SST k-ω
	Turbulent flow inside an enclosure
	SST k-ω
	[90]



	Standard k-ε, RNG k-ε, standard k-ω, SST k-ω, LES
	Cross ventilation
	LES, SST k-ω
	[91]



	Standard k-ε, RNG k-ε, SST k-ω, laminar model
	Airflow in an office room
	Standard k-ε, RNG k-ε, SST k-ω (marginal)
	[92]



	Standard k-ε, RNG k-ε, realizable k-ε
	Airflow and heat transfer in a complex packaging facility
	RNG k-ε
	[93]



	Standard k-ε, RNG k-ε, Realizable k-ε, SST k-ω, LRN, RSM
	Indoor airflow
	RNG k-ε, SST k-ω, LRN, RSM
	[94]



	Standard k-ε, RNG k-ε, realizable k-ε
	Natural cross ventilation in a test chamber
	RNG k-ε
	[95]



	Realizable k-ε, RNG k-ε, standard k-ω, SST k-ω
	Mechanically ventilated enclosure
	Standard k-ω
	[96]



	Zero-equation, RNG k-ε, LRN, SST k-ω, RSM, LES-DYN, DES
	Indoor airflow
	RNG k-ε, LES-DYN
	[33]



	One-equation, standard k-ε, RNG k-ε, realizable k-ε, standard k-ω, SST k-ω
	Natural and forced convection in a ventilated facade
	RNG k-ε
	[97]



	Zero-equation model, standard k-ε, RNG k-ε
	Buoyancy-driven ventilation in atrium buildings
	Zero-equation model
	[98]



	Standard k-ε, RNG k-ε, realizable k-ε, RSM, Smagorinsky model
	Wind pressure around buildings
	Smagorinsky model (RANS not accurate)
	[99]



	Standard k-ε, RNG k-ε, SST k-ω
	Ventilated facade with phase change materials
	RNG k-ε
	[100]



	Standard k-ε, RNG k-ε, standard k-ω, SST k-ω
	Heat and airflow in room
	RNG k-ε (marginal)
	[101]



	Standard k-ε, RNG k-ε, realizable k-ε, standard k-ω, the SST k-ω, RSM model
	Airflow around buildings
	SST k-ω overall
	[102]



	Standard k-ε, realizable k-ε, standard k-ω and SST k-ω
	Wind flows around buildings
	Standard k-ε, realisable k-ε
	[103]
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