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Abstract

:

The paper presents a study of the critical flow phenomena modeling with MELCOR 2.2.15254 severe accident computer code. The Marviken Critical Flow Test number 21 (CFT-21) experiment was selected as a representative critical flow-focused Separate Effect Test (SET). Various modeling aspects were investigated, including the nodalization, model setup, parameters, and sensitivity coefficients. A local-type sensitivity study was performed to analytically identify the significant parameters and assess their impact on the modeling. A dedicated regression-based approach, using standard deviation, was developed to find the best-fit MELCOR modeling parameters. The primary purpose of this work was to determine the appropriate approach to model critical flow with MELCOR 2.2, investigate the model performance, assess the influence of nodalization choices, identify significant sensitivity parameters, and prepare recommendations with an emphasis on best-estimate modeling. An additional outcome was the benchmark of the recent code version with the Marviken test.
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1. Introduction


The MELCOR code is the state-of-the-art severe accident integral computer code developed by Sandia National Laboratories (SNL) and financed by the U.S. Nuclear Regulatory Commission (NRC) [1,2,3]. During the almost four decades of its development, an enormous increase in the understanding of severe accident phenomenology was gained due to extensive experimental programs and developments in modeling [4,5]. At the same time, a substantial increase in the easily accessible computational power occurred, and nowadays, it allows not only to simulate whole accidents in a time scale of hours but also to perform studies for thousands of sensitivity cases. Thanks to these developments, the MELCOR evolved from parametric code with simplified models dedicated to PRA/PSA-2-type studies to the best-estimate code with mechanistic models for most accident-related phenomena [1].



One of the crucial phenomena for Deterministic Safety Analysis (DSA) is the critical flow (choked flow) phenomena [6,7,8,9,10]. Basically, it is a limitation of the flow velocity (flow rate) due to the compressibility of the flowing media for a given pressure difference between the upstream and downstream reservoirs [8]. It occurs during several Design Basis Accidents (DBA) and, especially, for Loss of Coolant Accidents (LOCA) [11]. The thermal-hydraulic system codes like RELAP, TRACE, or CATHARE [12,13,14,15,16,17] are dedicated and able to properly predict this effect, as it plays an important role in the safety assessment, regulatory process, and design of safety systems in nuclear power plants (NPP) [18]. On the contrary, in the severe accident area (and for computer codes like MELCOR), a proper critical flow prediction is typically considered of secondary importance. A long-term mass and energy balance plays the first role for severe accidents with time scales of hours or days, whereas the critical flow has a time scale of seconds [4,5]. Most severe accident tools, including MELCOR, are dedicated to estimating the global progression with a large margin of uncertainty, being larger than for a typical DBA analysis [4,5]. In consequence, the accurate modeling of fast thermal-hydraulic processes, like critical flow, can be treated with less accuracy. Nevertheless, with the growing interest in best-estimate modeling also in the severe accident field, the relative importance of critical flow modeling will likely increase in the future. Moreover, severe accident tools like MELCOR can be used in calculations other than a typical severe accident analysis, including design basis-type studies and regulatory-related research. It can cover studies of the containment performance or dedicated engineering safety features, and accurate modeling of the critical flow can be important [19,20]. This can also be supported by the observation that a severe accident occurs sometime after the appearance of the Postulated Initiating Event (PIE), and it can be necessary to have a computer code that simulates the thermal-hydraulics phenomena occurring prior to the severe accident onset with a proper level of accuracy. The initial course of an accident affects the initial state of the reactor when severe accident phenomena appear, for example, by determining the current value of the decay heat, water levels, or overall state of the plant. Inaccuracies in the initial progression can eventually propagate with accident evolution and amplify the uncertainties [21,22]. The MELCOR code gives the user a lot of freedom in creating a model. It allows both the initial and boundary conditions, as well as the internal parameters of the phenomenological models, to be changed. The user has also plenty of possibilities to develop different model nodalizations. All these factors have an obvious influence on the results. The large flexibility from one point of view is a strength of the tool but also a challenge for less-experienced users. In effect, the flexibility enhances the user effect, magnifying the uncertainties in results.



MELCOR critical flow modeling was discussed and described in the previous paper [23], and its detailed descriptions are available in the Manual [1,2] and are not repeated in this work. The MELCOR code has issues with predicting the critical flow, and they were discussed in previous papers [23,24]. It was earlier discussed by Mosunova in reference [25] and by the code developers in MELCOR Manual [1,2]. The code calculates the subcooled liquid choking flow with the Henry-Fauske model and gas choking flow with reasonable accuracy, comparable to the results achieved by the TRACE code [23,24]. The main problem exists for a critical two-phase flow that is modeled by the Moody model based on the RETRAN code implementation [1,2,3,23]. Future improvements in the MELCOR code will be necessary and are planned by developers [1,2]. However, before these developments, code users have to properly model the critical flow with the currently available code versions and models. Consequently, this work’s primary purpose and motivation were to determine the appropriate approach to model the critical flow with MELCOR. The motivation was to investigate the model performance and prepare the recommendations and best practices with an emphasis on best-estimate modeling. Considering the limitations related to plant scale studies, applying the study results to the NPP simulation will be an ultimate goal. Another purpose was to benchmark the recent code version with the Marviken test and identify which model parameters and nodalization choices impact the results. The previous work focused on the non-code-related parameters, and this work is focused on the MELCOR specific setup and modeling [23]. The additional motivation of this work was to identify the important parameters for future broader global uncertainty and sensitivity analyses focused on critical flow phenomena.



The MELCOR was used to simulate a selected Marviken critical flow test. The Marviken was a Separate Effect Test (SET) large-scale test facility used to carry out numerous experiments. One of them was the Critical Flow Tests (CFT) experimental campaign, which was executed in 1979 and contained 27 tests focused on the critical flow [26]. It was characterized by a low level of scaling with a volume ~400 m3 being close to the volume of the Reactor Coolant System and a relatively high pressure of ~5 MPa. It covered experiments with various nozzle geometries, subcooling conditions, and water levels. The analysis reported in this work is based on the results of test number 21 (CFT-21). The choice was made due to the possibility to compare the results with the validation data based on the validation analysis in the MELCOR 2.1 Assessment report [3]. Test 21 was characterized by a nozzle with a diameter of 500 mm and length of 956 mm, whose Length-to-Diameter (L/D) ratio was 1.9, and it is the value in the middle of the L/D values of the other nozzles used in Marviken (from 0.8 to 4.3). The CFT-21 test is characterized by water being initially subcooled to 33.7 °C, the pressure of 4.94 MPa, and a high water level equal to 19.95 m.



This paper is organized in the following way. Section 1 introduces the topic, motivation, and scope of the paper. Section 2 presents the applied methodology, developed models, approach to perform a local sensitivity analysis, and method to evaluate the best-estimate parameters. Section 3 presents the results of the analysis and discussion, and Section 4 contains the conclusions. All simulations in this work were performed with 2019 MELCOR version 2.2.15254 [1,2].




2. Methodology


2.1. Marviken MELCOR Models


A nodalization preparation is a principal aspect for MELCOR thermal-hydraulics modeling with the Control Volume Hydrodynamics package (CVH) and Flow path package (FL or FP). Typical nodding schemes are coarser than in thermal-hydraulic system codes, contributing to the user effect. Due to that, an effort was made to investigate different nodding approaches. Overall, fourteen different nodalizations of Marviken CFT-21 were prepared (see Figure 1 and Table 1). The choice of nodalizations was motivated by the practices commonly used by MELCOR users when creating computational models. The selected models were primarily intended to represent the most straightforward approach, ensuring short computation times and good computation stability and applicability for the plant scale studies. The models studied in this work were created from scratch and independently from the MELCOR models developed and discussed in previous papers [23,24]. One of the differences compared to previous models is a detailed height–volume table for all the applied control volumes (see Figure 1).



In total, fourteen nodalizations were used in the calculations (Figure 1). The basic nodalization (designation 01A, Figure 1) was selected to represent the simplest and commonly used approach to model the vessels—one control volume for the CVH package with a single flow path (FL package) for a nozzle. On the contrary, the most complex nodalization (designated 24A) contained 24 control volumes. It was selected based on the validation test described in the MELCOR 2.1 assessment report [3], where 21 CVs were applied. The validation results and available experimental data [24] are references for the calculations presented in this work. The densest nodalization provides results considered to be the most accurate in relation to the experiment. However, in practice, it is not practical or not possible to apply it in the case of the modeling of NPP with MELCOR. The reason is the limited computational capabilities of the MELCOR code, e.g., arising from the CFL limit or potential problems with the numerical convergence and stability. It is especially the case when neighboring CVs have significantly different volumes. In order to investigate these issues, it was decided to introduce and study intermediate models.



The first modification of the simplest nodalization was the separation of a CV modeling of the nozzle (02C, see Figure 1). The purpose of selecting this option was to observe the possible computational problems related to the use of interconnected control volumes with significantly different volumes and dimensions in the model. An alternative approach was the separation of one CV to model the nozzle together with the discharge pipe connected to the tank (02B). The next alternative was the division of the upper part of the tank, being in a saturated state (model 02A). This choice aimed to obtain a more detailed nodalization, separating the upper volume of the vessel with water in the saturated state. Two additional nodalizations with three CVs were developed—03A and 03B. 03A combines 02A and 02B—it includes the separate volume for saturated water and has a separated nozzle CV. On the other hand, model 03B is a variant of 02C with a separate nozzle control volume. Moreover, three models with four CVs were developed and denoted as 04A, 04B, and 04C. Nodalization 04A is a variant of the 03A with additional volume for the interface of saturated water with subcooled water. Model 04B is based on 02B but with the vessel divided into three CVs with similar volumes. Finally, the nodalization 04C is a variant of 03A with an additional volume for the nozzle.



The next approach used to determine the nodalization was to ensure that the subsequent CVs linked with flow paths have volumes differing from each other no more than two times. It is a more-or-less arbitrary limit based on the engineering experience with system codes. As a result of the applied principle, the 08A nodalization was created, consisting of eight control volumes (see Figure 1). The purpose of this approach was to observe the differences in the results between the nodalizations of different spatial densities. In order to determine the 06A model, the main vessel was divided into CVs having almost the same volumes—similarly to 04B. Thanks to this, it was possible to compare the 06A and 08A nodalizations with a similar nodding density but a different approach to determine the individual CVs.



Afterwards, the 08A model was modified by adding a separate CV for the nozzle (09A). The extracted volume did not meet the two-times-smaller volume requirement, as it was 11.6 times smaller than the adjacent volume. The purpose of creating this nodalization was to compare similar models differing only by the isolation of an additional small control volume for the nozzle.



The next nodalization (designated 3 × 3) was based on the approach recommended by the developers of the MELCOR code for modeling the control volumes of the reactor pressure vessel (RPV). Clearly, it is not the same modeling problem, but the approach may be similar. The Marviken vessel, with a net volume of about 424 m3 and an internal diameter of about 5.2 m, has comparable geometry to an RPV of a typical PWR with a net volume of about 100 m3 and an internal diameter of about 4.0 m. The CFT test has a one-dimensional nature, and higher dimensional effects are relatively unlikely to occur or eventually unlikely to produce observable effects. However, in order to confirm this hypothesis, the model was prepared, and it was tested in this work. The model with three rings and three axial levels was prepared. In addition, one CV at the top of the tank was extracted, similar to RPV Upper Head modeling. The lower part of the tank was divided into three levels, similar to Lower Head modeling in the RPV. The discharge pipe, together with the nozzle, was modeled with a separate control volume. Altogether, this nodalization significantly differs from the others by introducing horizontal flow paths between the control volumes and allowing the medium to cross-flow and eventually flow upwards and downwards simultaneously in the tank during the simulation.




2.2. Initial and Boundary Conditions


The issue that arose when creating different nodalizations was the temperature averaging procedure in the control volumes. The averaging was made based on the experimental data [26] and using the information on the net volume at individual levels of the vessel. It was assumed that the temperature measurement carried out during the experiment at a given level of the tank is an average value in the volume from half of the distance between the given measurement and the adjacent measurements. In order to determine the mean temperature of a given control volume, Equation (1) was applied.


   T  a v e r   =     ∑   i = 1  n   T i  · Δ  V i      ∑   i = 1  n  Δ  V i     



(1)




where n is the number of volumes, i is the index, and ΔV is incremental volume. It is the mean temperature weighted with the volume.



The initial conditions, including the temperature, pressure, and water level, were taken from the experimental data [26]. The temperatures and geometry details for the CVs for each nodalizations are described in Table 1.



An important issue in determining the boundary conditions is selecting the values of the parameters describing the flow paths between individual control volumes. In order to eliminate the influence of the flow path settings on the performed local sensitivity analyzes, it was decided that each model would have as similar a flow resistance as possible. For this purpose, when describing the individual flow paths for a given model, care was taken to ensure that the sum of the lengths of individual segments for all thr flow paths for a given model is identical to the values determined for the simplest 01A nodalization. The value of the local flow resistance was estimated analytically based on the physical design of the experimental installation. Each of the nodalizations takes into account these local flow resistances so that the sum of local flow resistances for all the paths making up a given nodalization is the constant value that is the same for all the models.



In the case of 3 × 3 nodalization, it was necessary to determine the parameters of the horizontal flow paths. For this nodalization, it was also necessary to divide one flow path into three flow paths assigned to each of the rings. The use of this nodalization forced the change of the surface area values for these flow paths in relation to the values assigned to the other nodalizations. The impact of changing the hydraulic diameters for the flow paths covered by this issue was analyzed (flow paths 141–143, 151–153, and 161–163—see Figure 1b), and the impact was negligible; therefore, it was decided that, for these parallel flow paths, the hydraulic diameter would remain unchanged.




2.3. Sensitivity Parameters


The initial conditions, including, e.g., the initial vessel pressure, temperature, water level, and initial pressure in the containment, were eliminated from the sensitivity analysis. It was also the case for the boundary conditions, definitions of the geometry (e.g., cross-sectional area, length and hydraulic diameter for individual segments of the flow path/paths, pipeline roughness, total length, and surface area of the flow path).



The initial analysis covered the systematic study of the extended list of the parameters available in the MELCOR code, which were identified to have a potential impact on the thermal-hydraulics and critical flow results. These parameters are presented in Table 2 and are shortly discussed below. The set of parameters covered the following sensitivity coefficients and parameters: discharge coefficients (FL_USD card), momentum exchange length (FL_LME), and momentum flux areas (FL_MFX) for the flow paths in the model, heat, and mass transfer coefficients for the pool and atmosphere (SC4407) in the control volumes, flashing model parameters (SC4500), and minimum velocity for the choked flow (SC4402). An analysis was performed for the three selected models: 24A, 06A, and 02A. This step was performed to preselect the parameters to be studied with all the nodalizations in the next step. In order to thoroughly investigate the influence of the parameters, wide ranges of values were assumed for the initial analysis.



The initial analysis performed for models 24A, 06A, and 02A showed that most of the parameters presented in Table 2 do not significantly influence the Marviken critical flow test modeling outcomes. In all of these cases, the change in standard deviation (described in Equation (2)) of the obtained results was below 3%, but for many cases, it was well below 1%. In consequence, the reduced number of parameters was used to study all the other nodalizations. The variability range was reduced to limit the outcomes to be more physically reasonable. The list of parameters selected for the further part of the study is presented in Table 3.



During the initial analysis, when modifying the MELCOR card related to the momentum flux flow area in a flow path (FL_MFX, item 3 in Table 2), it was observed that it impacted the results for the model with fine nodalizations. On the contrary, for the coarse models, there was no impact. Nevertheless, it was decided to omit this parameter in the further analysis and use the value of the physical area as a more reasonable choice.



For all the selected nodalizations, local sensitivity analyzes were carried out to obtain the best-fit results. The best-fit results are calculations performed for the reference model with the best-fit parameter. The values of the individual parameters for individual nodalizations that allow obtaining the best fit with the experiment results are presented in Table 3 and discussed in Section 3. The base case default models in this work are models using the default MELCOR values for almost all the parameters. The exception was the sensitivity coefficient (SC4402(1)) defining the minimum velocity considered in the choking calculations, and it was set to 0.0001. It was observed that this coefficient is at least partially responsible for the numerical oscillations for the subsequent time steps. However, it is more important for larger values, and the selected value is very low. This approach is more a conservative “safety” measure to rule out possible problems during the calculations, with a relatively low price in computational time. The code default value is 20.0 m/s, and for values below 25 m/s, problems were rarely observed. Effectively, the results obtained with low values are equivalent to the results obtained with the code’s default value.




2.4. Regression-Based Best-Fit Approach


In order to evaluate the results obtained for individual runs, the value of the standard deviation-like parameter was used, as defined by Equation (2). Later in the text, this parameter is referred to as the standard deviation. This approach allows changing the vector value of the break flow in time into a scalar value, simultaneously determining the degree of compliance of the obtained results with the experimental data. This approach was inspired by machine learning methods for a regression analysis [27]. It simplifies the analysis of the obtained results and facilitates their evaluation. It is also an approach that allows comparing two datasets with a different number of time-dependent values in a given interval.


  σ =         ∑   i = 1  n     (   x i  −  Y i   )   2   n     



(2)




where n is an arbitrarily selected number of time intervals for the time interval equal to 60 s, being the experiment duration (adopted n = 20), i is an index of an interval, xi is an average value for a figure of merit in the time interval i, and Yi is an average value for the experimental data in the time interval i.





3. Results and Discussion


3.1. Results for Default MELCOR 2.2 Settings


In this subsection, the results for all fourteen base case models with the default MELCOR setup are presented and compared—see Figure 2, Figure 3, Figure 4, Figure 5 and Figure 6. The results are also compared with the experimental data and MELCOR reference results for the 21CV and 1CVs (see Figure 2 and Figure 7). The presented results are the basis for the further sensitivity studies in Section 3.2.



It is worth noting that the presented results were not smoothed or altered in any way. Therefore, the results are “raw”, so one can clearly observe the influence of the selected nodalization schemes. For several cases, the oscillations can be observed, which likely have a numerical origin. The considerable variations of the selected models give the opportunity to assess the influence of nodalization and, eventually, identify the source of the oscillations.



In all fourteen calculations, MELCOR underpredicted the length of the initial subcooled flashing phase of the critical flow and subsequently overestimated the two-phase critical flow part of the test (see Table 4). The duration of the critical flow during a LOCA accident (tens or hundreds of seconds) is incomparably shorter than the time after which a severe accident may occur (several hours). From the safety analysis point of view, overestimation of the two-phase flow allows for obtaining more conservative results and a faster emptying of the reactor cooling system than in reality. This overestimation results from the Moody model, which overpredicts the two-phase flow rates for steam qualities larger than 1%. This model causes the rapid formation of high steam concentrations in pipes [28]. Therefore, the results obtained using the MELCOR code can be considered acceptable for some applications, but the reader has to be aware of these issues. Nevertheless, the total integrated mass flow at the end of the test is comparable between the experiments and calculations regardless of the selected nodalization. It is worth observing that the switch between the flashing flow and two-phase flow in the MELCOR code depended on the number of control volumes. The flashing phase was the shortest for the model with one node (Figure 3 and Table 4), while the most extended flashing phase was observed for the nodalizations with more than four control volumes (Figure 5 and Figure 6).



Using the standard deviation defined in Equation (2) as a measure to assess the ability of a model to reproduce experimental data, it was determined which nodalizations allowed to obtain the best-fit results being most similar to the experimental data. The standard deviations for each case are presented in Table 4, along with the values of the maximal mass flow for each case. The best results were obtained using models 24A and 08A. The value of the maximum flow in the experiment was 12,347 kg/s. The maximum flow values (from 10,319 to 13,567 kg/s) obtained for most of the nodalizations were consistent with the experiment results. On the contrary, the 02C nodalization stands out, as its maximum flow is significantly underestimated and has a value of 7987 kg/s.



Figure 2 and Figure 3 represent the results for nodalizations with one, two, or three control volumes. The outcomes for cases 01A, 02B, 02C, and 03B are very similar, albeit with oscillations present in the cases of the 02B and 03B nodalizations. Comparing the obtained results with the SNL results for one CV (Figure 3 yellow line), a good agreement can be found. In the case of nodalizations 02A and 03A, one may observe that the flashing phase lasts longer; therefore, the results for those models provide a slightly better representation of the observed phenomena. The vessel was split into two parts for these two models, one with saturated and one with subcooled conditions. Nodalization 03A is also characterized by the presence of a discharge pipe as a separate control volume. The division of the discharge pipe is probably responsible for the oscillations that may be observed in the subcooled flashing phase (Figure 2). Models 02B, 02C, and 03B introduced separated single control volumes for the discharge pipe and/or nozzle. This approach leads only to the presence of more oscillations and a shorter time of the flashing phase. For nodalization 02C, one may also observe that the maximal mass flow is the lowest of all the analyzed cases; therefore, a model with one control volume for the vessel and one for the nozzle provides the worst prediction. As indicated by Table 4, those were the nodalizations (along with 01A) characterized by the highest values of the standard deviation with respect to the experimental results. It can be observed that the separation of the sub-cooled and saturated region changes the time scale of the flashing period quite significantly, as shown for models 02A and 03A and other, more complex models.



Figure 4 presents the results for the nodalizations with four control volumes. One can observe that the flashing phase lasted longer than for the nodalizations with less than four nodes. The results for 04A, 04B, and 04C are relatively similar, but one can observe that, for the 04B model, the flashing phase ends about 9 s later than in the 04C model. Differently, model 04A predicts a larger maximum mass flow ~13,500 kg/s, and for 04C with CVs for the nozzle, it is about ~2000 kg/s lower. All three cases are characterized by the presence of oscillations in the subcooled flashing phase.



Figure 5 presents the results of the calculations for the nodalizations with six, eight, and nine control volumes. The introduction of more nodes increased the length of the flashing phase, as observed previously. For 06A and 08A, it is about 20 s, and for 09A, it is slightly less. The results for the nodalization of 08A are characterized by a lack of oscillations in the flashing phase and closest fit to the experimental results, especially during the first 5 s. The standard deviation with respect to the experimental results (see Table 4) is low, and only 24A has a lower value. Once again, adding separate control volume for the nozzle (nodalization 09A) resulted only in the appearance of oscillations without an improvement of the results. Based on the results of the model of 09A, it can be concluded that the introduction of a small volume in the nozzle region is a likely significant source of observed oscillations. Similarly, based on the results for the nodalization of 08A, it can be concluded that the second source of oscillations is due to the presence of small volumes (also for 09A) at the bottom of the vessel, as these are not present in 06A.



Figure 6 presents the results for the two most complex nodalizations 3 × 3 and 24A. The 3 × 3 case does not present an improvement in comparison to the nodalization of 08A (see Figure 5). Oscillations were observed in the flashing region; therefore, this nodalization can be deemed inferior with respect to the nodalization of 08A. The results for model 24A may be assessed as the best in comparison to all the studied cases, as expected from the beginning. The difference between the experimental data and the calculation results of 24A is the lowest (as indicated by the standard deviation, introduced in Table 4). Although those results are also characterized by the highest oscillations (together with 09A).



Figure 7 shows a comparison of the results obtained with the 08A and 24A models, which were considered the best, compared with the validation SNL results (yellow line) and experimental data. The results obtained in this work are similar to the SNL results, with a slight underestimation for the flashing flow and overestimation for the two-phase choking flow. Noteworthy is the reasonable SNL adjustment in terms of the flashing flow, while the results for the 08A and 24A models underpredicted the mass flow during flashing. Similarly, the SNL obtained a better fit in the two-phase flow range, but the results in this range were significantly different from the experiment. The difference in the results presented in this paper and the SNL may result from the use of different values of the CDCHKF parameter (1.0 instead of 0.9 for the SNL calculations) and different initial water temperatures, as, in this work, the temperature averaging procedure described in Section 2.2 was applied.



Nodalization 24A may not be practical when modeling an NPP in a code such as MELCOR. Both the qualitative and quantitative analysis indicated that very similar results (and even smoother) might be obtained with the nodalization of 08A. Adding more control volumes does not significantly improve the quality of the results and is therefore not recommended. Nodalizations with less than six CVs displayed quite a rapid transition from the flashing phase to the two-phase flow phase; therefore, they have predicted the occurring phenomena less accurately than the denser nodalizations.



The nodalization of 08A is characterized by the restriction of the volume ratio of the subsequent CVs being less than two. The nodalizations without restrictions, applied to all CVs, produced worse results numerically and displayed inferior predictive capabilities. The separation of the nozzle as an additional control volume was found to be counterproductive, as it only resulst in an increase of the oscillations and further underprediction of the mass flow.




3.2. Results for the Local Sensitivity and Best Fit to Experiment


The local sensitivity analyses and application of the standard deviation defined by Equation (2) allowed to obtain the best fit to the experiment for the analyzed sensitivity parameters. The best fit is understood as the parameter’s value that is characterized by the smallest standard deviation. In this paper, those values will be referred to as “best fit” and are given in Table 5.



Table 5 contains the best-fit values for the parameters for all the analyzed models. Most of them are not significantly different from the code default values. Particularly, the discharge coefficient (CDCHKF) values are no different than 20% for most nodalizations. The exception are four cases: 02C, 03B, 04C, and 09A, with up to a 130% difference. For the Moody multiplication factor (SC4402(2)), the most significant difference is 25% for the 09A case. A much larger difference is present for the maximum void fraction in the CV (SC4407(11)), varying from 0.15 up to 0.85, with the highest differences for 08A, 09A, and 3 × 3. The parameter defining the minimum velocity for the choked flow, SC4402(1), showed considerable variations in the range 25–100 and a substantial impact. However, it should be noted that it is more a numerical setup, which can affect physics, and, as it will be shown later, it produces oscillations. When comparing the standard deviation against the changes of SC4402(1) shown in Figure 8, Figure 9 and Figure 10, it can be noticed that taking its high values generates results that differ significantly from the experiment. The bubble rise velocity (SC4407(1)) also presents a significant variation from 0.003 up to 0.35, and it is two orders of magnitude of a difference, with a very low value for model 24A. Later in this section, to reduce the paper’s volume, the discussion is limited to the results for the cases with the most interesting outcomes: 08A, 09B, and 24A.



Figure 8a–e, Left presents the changes of the mass flows through the break in respect to the time with the results for the experiment, default case, best-fit cases, and bundle of plots for the sensitivity cases for the 08A model. Figure 8a–e, Right shows the values of the standard deviations for all the runs for the subsequent local sensitivity parameters listed in Table 5. The discharge coefficient (CDCHKF)), whose optimum is 0.9967, slightly below the default value of 1.0 (Figure 8a, Right), has a significant influence on the results. Similarly, the choking flow-limiting velocity (SC4402(1)) has a substantial impact, showing unstable behavior over 60 m/s. However, this parameter for the best fit produces nonphysical results, as it is due to the numerical nature of this parameter. Figure 8c shows that the impact of the Moody multiplications factor (SC4402(2)) is also significant, with the best-fit value of 0.8583 being close to the default. The bubble rise velocity (SC4407(1)) has no effect in this case. Similarly, the maximum void fraction (SC4407(11)) has little importance, and above the value of ~0.3, it did not improve the results. The results obtained for 08A are stable, as only small numerical oscillations were observed.



In Figure 9a–e, Left are the changes of the mass flows through the break with respect to the time with the results for the experiment, default case, best-fit cases, and bundle of plots for sensitivity cases for the 09A model. Figure 9a–e, Right shows the values of the standard deviations for all the runs for the subsequent local sensitivity parameters listed in Table 5. The discharge coefficient (CDCHKF)), whose optimum is 2.3422, significantly above the default value of 1.0 (Figure 9a, Right), has a significant influence on the results. Increasing the CDCHKF value above 1.2 does not increase the break flow but generates oscillations greater in amplitude. The choking flow-limiting velocity (SC4402(1)) also substantially impacts the results, showing unstable behavior over 50 m/s. Again, the best-fit value of the parameter produces nonphysical results, as it is due to the numerical nature of this parameter. Figure 9c shows that the impact of the Moody multiplications factor (SC4402(2)) is also significant, with the best-fit value 1.2575 being close to the default. The bubble rise velocity (SC4407(1)) has no effect in this case. Similarly, the maximum void fraction (SC4407(11)) has little importance, and above the value of ~0.7, it did not improve the results. The results obtained for 09A are volatile, as lots of numerical oscillations were observed.



Comparing the results presented in Figure 9 with Figure 8, one may observe a significant difference in agreement with the experiment and the presence of oscillations for the 09A model. Using the 09A model with an additional CV for the nozzle did not improve the results but actually made them worse and less stable.



Figure 10a–e, Left presents the changes of the mass flows through the break with respect to the time with the results for the experiment, default case, best-fit cases, and bundle of plots for the sensitivity cases for the 24A model. Figure 10a–e, Right shows the values of the standard deviations for all the runs for the subsequent local sensitivity parameters listed in Table 5. The discharge coefficient (CDCHKF)), whose optimum is 1.0864, slightly above the default value of 1.0 (Figure 10a, Right), has a significant influence on the results. Similarly, the choking flow-limiting velocity (SC4402(1)) has a substantial impact, showing unstable behavior over 35 m/s. However, this parameter for the best fit produces nonphysical results, as observed in the previous cases. Figure 10c shows that the impact of the Moody multiplications factor (SC4402(2)) is also significant, with the best-fit value 1.008 very close to the default. The bubble rise velocity (SC4407(1)) has a negligible effect for this case, improving the results for values less than 0.1. Similarly, the maximum void fraction (SC4407(11)) has little importance. The results obtained for 24A are relatively not stable, as numerous numerical oscillations were observed.



By comparing Figure 8, Figure 9 and Figure 10, an obvious conclusion may be drawn that the choice of nodalization impacts the obtained results.




3.3. Time of Calculations


The calculations were performed on a personal computer (i7-8700 CPU @ 3.20 GHz, 32.0 GB RAM). The computational time (CPU time) for each individual run of 60 s of the code calculations was determined.



The histograms of the computational time and median and mean for the models discussed in the previous section are presented in Figure 11. All individual runs—505 for each model—were taken into account to determine the CPU time for each nodalization. The highest median calculation time (294.83 s) was obtained for 24A nodalization and the lowest (0.75 s) for 01A nodalization. This comparison clearly shows to what extent the nodalization density impacts the calculation time, which, from the point of view of the analyses carried out at MELCOR, is often of decisive importance.



The median CPU time for the model with a small CV for nozzle showed a much greater value than the nodalization with the same number of CVs but with a more balanced volume of individual CVs. These differences are clearly visible in the case of the nodalization of 02A (median 0.88 s) and 02C (median 17.47 s), the nodalization of 03A (median 5.77 s) and 03B (median 29.95 s), and the nodalization of 04A (median 7.66 s) and 04C (median 87.41 s). The same situation can be observed for 08A (median 4.33 s) and 09A (median 163.32 s), which are also similar in this regard. An obvious regularity was also noted that increasing the amount of CVs in the model increases the CPU time, i.e., based on the average from 0.75 s for 01A, by 0.87 s for 02A, 4.94 s for 03A, by 6.19 s for 04A, by 7.43 s for 06A, 6.54 s for 08A, and up to 236.48 s for 24A. Two nodalizations stand out from this set, i.e., 02A, which has a very fast computation time and satisfactory compliance with the experimental results, and a 08A nodalization with a good stability of the calculations, compatibility with the experiment, and quite short CPU time. Modifying the 08A model by adding a separate CV for the nozzle with a small volume (09A) resulted in a significant increase in the CPU time. Therefore, from the point of view of the calculation length, it is not recommended to use those nodalizations. Moreover, 09A is also less consistent with the experiment than 08A.





4. Conclusions


In this work, the MELCOR2.2 critical flow model performance was studied using Marviken CFT-21 as a source of the experimental data. A local sensitivity analysis was performed, which allowed for identifying which parameters potentially affect the flow rate during a critical flow. It allowed assessing the MELCOR default setup and to propose some best-fit parameters for the test CFT-21. Additionally, a unique method based on the regression analysis, which can be used to identify the best-fit parameters, was proposed and tested.



On the basis of the performed default model analysis and local sensitivity analysis, some recommendations and observations can be formulated. In the first observation, the presented results and method confirmed that the default values used in the MELCOR code for the critical flow allowed obtaining results the most consistent with the experimental data. In consequence, manipulations of the sensitivity coefficient should be limited.



The most basic (trivial) observation is that the choice of nodalization is important for critical flow modeling with MELCOR. Among all the studied models, nodalization with eight CVs (08A) proved to be the best and recommended. This nodalization was created using an approach assuming that the connecting CVs do not differ in volume by more than two (or less than 0.5). This allowed to obtain satisfactory results without oscillations and with a short CPU time. Furthermore, the strategy to avoid significant differences in the neighboring volumes proved to be efficient also for the other studied cases.



Regarding the nodalization for simple models, it was observed that, instead of using a model built of one CV, it is preferred to use two CV nodalizations. It can provide significantly better compatibility with the experiment while maintaining the stability of the calculations and short CPU time. The improvement of the nodalization by the addition of a CV with a small volume (like in this test case—CV representing the outlet nozzle) is not recommended. Nodalizations containing the unbalanced volume of CVs in the model resulted in the possibility of oscillations and a significant increase in the computational time. These observations can be applicable for simpler models with less nodes.



It can be concluded that guidance for critical flow modeling can be eventually applied to prepare a very detailed model of the pipework in a light water reactor, especially in the vicinity of the break. However, it has to be remembered that the typical light water reactors models in the MELCOR code have coarse nodalization and are rarely so detailed as the recommended model of 08A. It may be very difficult to apply the presented observations without substantially negative effects on the model convergence and computational time. Nevertheless, it may provide a good starting point for research activities focused on the critical flow in plant-scale conditions.



It was observed that the optimal value for the discharge coefficient (CDCHKF) is close to the value of 1.0, and for the best of the analyzed nodalizations, i.e., 08A, it was 0.9967. Taking small values of CDCHKF (i.e., less than approx. 0.5) causes a significant underestimation of the critical flow and, thus, a considerable inconsistency with the experiment results. Higher values of CDCHKF (i.e., greater than approx. 2.0) did not cause a further increase in the value of the flow rate.



Regardless of the nodding scheme, the optimal value of the multiplication factor for the Moody critical flow (SC4402(2)) is close to 1.0—the default value and the analyzed nodalizations determined the range of variation of this parameter to be 0.80–1.25. For most nodalizations (except 02C and 03B—which are not recommended), the values of the choking flow test velocity (SC4402(1)) below 25 m/s provide the best agreement with the experimental results. Based on the achieved results, it can be suggested that values of SC4402(1) lower than 25 should be used. It should be noted that the default value of SC4402(1) is 20.0, and according to the performed analysis, this value can be used in MELCOR calculations without any negative consequences.



For most nodalizations, assuming parameter SC4407(11) (maximum void fraction in a pool) values greater than approximately 0.7 had a positive effect on the compliance with the experiment results. In general, it should not be modified, and a low value can be set without substantial numerical problems.



The reader should also be aware of the fact that MELCOR is not able to reproduce the results of the CFT-21 test accurately. Basically, its mathematical models (Moody model) have limitations and create obstacles. Without code redevelopment, it will be difficult to obtain better results. It was especially evident for the two-phase critical flow part of the experiment. However, the reader should be aware of the fact that the results were based on the single data for test CFT-21.



This work showed that the developed best-fit approach could be helpful in finding the best parameters, and what is remarkable, it was able to reproduce the MELCOR default values in many studied cases, despite the code limitations and ability to reproduce the experimental data. Further research activities are necessary to improve and test the proposed best-fit approach.



It is recommended to repeat this work for more (or all) Marviken tests. It can be considered a large undertaking and potentially will be a matter of future research. It can be considered in applying the proposed regression-based method for each test phase (flashing and two-phase flow) separately, as it may improve the obtained results and be more appropriate for identifying the best-fit parameters.



The proposed parameter finding approach is expected to obtain more satisfactory results when applied to the study analytical models or codes (like TRACE or RELAP), which are more suited to predicting detailed thermal-hydraulic phenomena.



The outcomes of this work will be used in further studies focused on various sensitivity and uncertainty methods for the Marviken test and, also, in plant full-scale simulations with the MELCOR code.
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Figure 1. Marviken MELCOR nodalizations: (a) basic models and (b) complex models. 
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Figure 2. Mass flow rate for the models with 2 CV 02A, 02B, and 02C nodalizations compared with the experimental data. 






Figure 2. Mass flow rate for the models with 2 CV 02A, 02B, and 02C nodalizations compared with the experimental data.



[image: Energies 14 04985 g002]







[image: Energies 14 04985 g003 550] 





Figure 3. Mass flow rate for the models with 1 CV and 3 CV 01A, 03A, and 03B nodalizations compared with the experimental data and MELCOR results taken from reference [12]. 
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Figure 4. Mass flow rate for the models with 4 CV 04A, 04B, and 04C nodalizations compared with the experimental data. 
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Figure 5. Mass flow rate for the models with 6, 8, and 9 CV 06A, 08A, and 09A nodalizations compared with the experimental data. 
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Figure 6. Mass flow rate for the 3 × 3, 24A nodalizations compared with the experimental data. 
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Figure 7. Mass flow rate for the 08A and 24A nodalizations compared with the experimental data and MELCOR results taken from reference [3]. 
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Figure 8. Local sensitivity analysis for the chosen parameters for the 08A nodalization. (a–e) Different parameters: left—break flow and right—standard deviation for best-fit approach. CDCHKF_FL—Discharge Factor, SC4402(1)—Choking velocity limit, SC4402(2)—Moody model multiplication factor, SC4407(1)—Bubble rise velocity, and SC4407(11)—Maximum void fraction. 
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Figure 9. The local sensitivity analysis for the chosen parameters for the 09A nodalization. (a–e) Different parameters: left—break flow and right—standard deviation for the best-fit approach. CDCHKF_FL—Discharge Factor, SC4402(1)—Choking velocity limit, SC4402(2)—Moody model multiplication factor, SC4407(1)—Bubble rise velocity, and SC4407(11)—Maximum void fraction. 
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Figure 10. The local sensitivity analysis for the chosen parameters for the 24A nodalization. (a–e) Different parameters: left—break flow and right—standard deviation for the best-fit approach. CDCHKF_FL—Discharge Factor, SC4402(1)—Choking velocity limit, SC4402(2)—Moody model multiplication factor, SC4407(1)—Bubble rise velocity, and SC4407(11)—Maximum void fraction. 
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Figure 11. Histogram of the CPU time for all the analyzed nodalizations. 






Figure 11. Histogram of the CPU time for all the analyzed nodalizations.



[image: Energies 14 04985 g011]







[image: Table] 





Table 1. List of the models used in the simulations with the geometry data and initial conditions. See also Figure 1. The values in the cells present information about their volume, saturation condition, and temperature.
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Nodalization Designation

	
01A

	
02A

	
02B

	
02C

	
03A

	
03B

	
04A

	
04B

	
04C

	
06A

	
08A

	
09B

	
24A

	
3 × 3




	
Number of CVs

	
1

	
2

	
2

	
2

	
3

	
3

	
4

	
4

	
4

	
6

	
8

	
9

	
24

	
14






	
Volume (m3) and initial temperature (K) for each CV

	
100

	
423.93–511.83

	
342.50–507.60

	
3.11–480.51

	
0.25–455.89

	
3.11–480.51

	
0.25–455.89

	
3.11–480.51

	
3.11–480.51

	
0.25–455.89

	
3.11–480.51

	
3.11–480.51

	
0.25–455.89

	
0.25–455.89

	
3.11–480.51




	
110

	
-

	
81.43–536.45

	
420.82–512.07

	
423.68–511.87

	
339.39–507.84

	
2.86–482.61

	
318.48–506.75

	
141.06–506.16

	
2.86–482.61

	
83.33–505.56

	
5.28–503.27

	
2.86–482.61

	
1.29–470.46

	
5.28–503.27




	
120

	
-

	
-

	
-

	
81.43–sat.

	
420.82–512.07

	
20.91–524.53

	
144.44–507.14

	
318.48–506.75

	
94.37–507.09

	
10.43–503.46

	
5.28–503.27

	
1.57–492.48

	
10.43–503.46




	
130

	
-

	
-

	
81.43–sat.

	
135.32–525.79

	
102.34–533.33

	
107.80–507.13

	
19.93–504.45

	
10.43–503.46

	
21.58–503.65

	
19.93–504.45




	
140

	
-

	
-

	
-

	
83.35–521.99

	
39.10–506.57

	
19.93–504.45

	
22.23–504.73

	
6.99/13.93/26.77–506.76




	
150

	
51.97–sat.

	
69.75–507.06

	
39.10–506.57

	
20.53–506.14

	
11.73/23.38/44.93–507.04




	
160

	
-

	
141.02–507.18

	
69.75–507.06

	
20.57–507.75

	
25.31/50.45/96.94–509.00




	
170

	
135.32–525.79

	
141.02–507.18

	
21.15–507.67

	
84.76–sat.




	
180

	
-

	
135.32–525.79

	
19.79–507.04

	
-




	
190–270

	
-

	
from 19.80 to 21.52—from 506.25 to 507.61




	
280

	
21.44–519.87




	
290

	
21.46–533.32




	
300

	
21.17–sat.




	
310

	
26.10–sat.




	
320

	
11.95–sat.




	
330

	
6.21–sat.








Sat.—saturation conditions.
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Table 2. List of the sensitivity parameters studied in the initial analysis. The parameters were available in the code version 2.2.15254 and taken from the Manual [1,2].
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	Item
	MELCOR Field
	Parameter
	Range
	Reference (or Default) Value





	1
	FL_USD CDCHKF/ CDCHKR
	Choked flow forward/backward discharge coefficient. Assumed equal
	0.01–4.0
	1.0 Code default



	2
	FL_LME XL2PF
	Length for Pool/Atmosphere Momentum Exchange
	0.0–1000
	1.0



	3
	FL_MFX
	Momentum Flux Input Data for the flow path
	below
	below



	3a
	FL_MFX, XCVAFM
	Upstream (“From”) control volume flow area appropriate for the flow path
	0.01–100
	0.1963



	3b
	FL_MFX, XCVATO
	Downstream (“To”) control volume flow area appropriate for the flow path
	0.01–100
	4.2



	4
	SC4407
	Pool/Atmosphere Heat/Mass Transfer Parameters
	below
	below



	4a
	4407(1)
	Bubble rise velocity
	0.01–100
	0.3 Code default



	4b
	4407(2)
	Coefficient for TRAC heat transfer coefficient correlations
	0.01–100
	0.02 Code default



	4c
	4407(3)
	Coefficient for turbulent atmosphere heat transfer correlations
	0.01–100
	0.14 Code default



	4d
	4407(4)
	Exponent for turbulent atmosphere heat transfer correlations
	0.01–10
	1/3 Code default



	4e
	4407(5)
	Coefficient for laminar atmosphere heat transfer correlations
	0.01–100
	0.54 Code default



	4f
	4407(6)
	Exponent for laminar atmosphere heat transfer correlations
	0.01–10
	1/4 Code default



	4g
	4407(7)
	Coefficient for turbulent pool heat transfer correlations
	0.01–100
	0.27 Code default



	4h
	4407(8)
	Exponent for turbulent pool heat transfer correlations
	0.01–10
	1/4 Code default



	4i
	4407(9)
	Coefficient for laminar pool heat transfer correlations
	0.01–100
	0.27 Code default



	4j
	4407(10)
	Exponent for laminar pool heat transfer correlations
	0.01–10
	1/4 Code default



	4k
	4407(11)
	Maximum void fraction permitted in a control volume pool (enforcement is approximate)
	0–1.0
	0.4 Code default



	4l
	4407(12)
	Maximum fraction of atmospheric water vapor permitted to condense during a (subcycle) timestep
	0–1.0
	0.9 Code default



	4m
	4407(13)
	Upper limit to be imposed on surface-to-volume ratio of small pools in calculation of the bubble separation
	0–1,000,000
	1000 Code default



	5
	SC4500
	Parameters in the Flashing Model for Sources and Flows
	below
	below



	5a
	4500(1)
	Efficiency of flashing used as a multiplier on the transformation
	0.01–100
	1.0 Code default



	5b
	4500(2)
	Fog fraction. If >0.0, it will be used to override the value calculated from the Rosin-Rammler distribution. For <0.0, it is the default value
	1–100
	−1.0 Code default



	5c
	4500(3)
	Sauter mean droplet diameter
	1.0 × 10−8–1.0 × 10−2
	65.0 × 10−6 Code default



	5d
	4500(4)
	Maximum diameter for fog if the RN1 package is inactive
	1.0 × 10−8–1.0 × 10−2
	50.0 × 10−6 Code default



	5e
	4500(5)
	Exponent in Rosin-Rammler distribution
	0.01–100
	5.32 Code default



	6
	SC4402
	Minimum Velocity to be Considered for Choking Calculation
	below
	below



	6a
	4402(1)
	Velocity below which choking tests are bypassed
	0–1000
	20.0Code default



	6b
	4402(2)
	Multiplication factor modifying the Moody critical flow velocity. The linear transition from Henry Fauske to Moody will still apply this multiplier to the Moody critical flow.
	0.01–10
	1.0 Code default



	6c
	4402(3)
	Reduction factor, R, applied to the transition enthalpy
	0–1.0
	0.0 Code default
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Table 3. List of the sensitivity parameters selected for the final analysis.






Table 3. List of the sensitivity parameters selected for the final analysis.





	Table 2 Item
	MELCOR Field
	Comment
	Range of Variability





	Item 1
	CDCHKF/CDCHKR
	for the FL100 nozzle flow path
	0.01–3.0



	Item 4a
	SC4407(1)
	-
	0.01–0.6



	Item 4k
	SC4407(11)
	-
	0.0–1.0



	Item 6a
	SC4402(1)
	-
	0.0–200.0



	Item 6b
	SC4402(2)
	-
	0.01–5.0
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Table 4. Standard deviations for the default calculations using different nodalizations. Experimental maximum flow of 12,347 kg/s. Experimental time of the flashing flow of ~30 s.






Table 4. Standard deviations for the default calculations using different nodalizations. Experimental maximum flow of 12,347 kg/s. Experimental time of the flashing flow of ~30 s.





	
Parameter

	
Nodalizations




	
01A

	
02A

	
02B

	
02C

	
03A

	
03B

	
04A

	
04B

	
04C

	
06A

	
08A

	
09A

	
24A

	
3X3






	
Standard deviation for mass flow

	
9897

	
7970

	
9215

	
10039

	
7886

	
9642

	
7214

	
7315

	
7991

	
7053

	
6338

	
7393

	
6202

	
7615




	
Maximum flow 9kg/s) and rel. difference to exp. (%)

	
10,408

−15.7%

	
11,786

−4.5%

	
11,911

−3.5%

	
7987

−35%

	
13,259

+7.4%

	
10,319

−16.4%

	
13,567

+9.9%

	
12,361

+0.1%

	
11,600

−6%

	
13,538

+9.6%

	
12,594

+2%

	
11,744

−4.9%

	
13,513

+9.4%

	
13,052

+5.7%




	
Estimated time of flashing flow (s)

	
1

	
7

	
1

	
1

	
6

	
1

	
9

	
18

	
8

	
20

	
20

	
12

	
20

	
13
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Table 5. “Best-fit” parameter values for the different nodalizations.






Table 5. “Best-fit” parameter values for the different nodalizations.





	

	

	
Nodalizations




	
Parameter

	
Code Default Value

	
01A

	
02A

	
02B

	
02C

	
03A

	
03B

	
04A

	
04B

	
04C

	
06A

	
08A

	
09A

	
24A

	
3X3






	
CDCHKF

	
1.0

	
1.1462

	
1.0565

	
1.1462

	
2.2824

	
0.907

	
2.0133

	
0.8472

	
0.8771

	
1.5349

	
0.9668

	
0.9967

	
2.3422

	
1.0864

	
0.9967




	
SC4407(1)

	
0.3

	
0.1284

	
0.1343

	
0.3493

	
0.2299

	
0.0866

	
0.1224

	
0.4269

	
0.1702

	
0.0746

	
0.0209

	
0.0269

	
0.0269

	
0.003

	
0.0448




	
SC4407(11)

	
0.4

	
0.73

	
0.76

	
0.62

	
0.71

	
0.54

	
0.65

	
0.56

	
0.39

	
0.56

	
0.26

	
0.15

	
0.86

	
0.70

	
0.15




	
SC4402(1)

	
20.0

	
58.0

	
62.0

	
64.0

	
186.0

	
56.0

	
84.0

	
52.0

	
60.0

	
66.0

	
56.0

	
68.0

	
74.0

	
56.0

	
62.0




	
SC4402(2)

	
1.0

	
1.1577

	
1.0579

	
1.1078

	
1.2076

	
1.0080

	
1.1078

	
0.9082

	
0.9082

	
1.0579

	
0.8084

	
0.8583

	
1.2575

	
1.008

	
0.8583
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