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Abstract: Distributed generators providing auxiliary service are an important means of guaranteeing
the safe and economic operation of a distribution system. In this paper, considering an energy storage
system (ESS), switchable capacitor reactor (SCR), step voltage regulator (SVR), and a static VAR
compensator (SVC), a two-stage multi-period hybrid integer second-order cone programming (SOCP)
robust model with partial DGs providing auxiliary service is developed. If the conic relaxation is not
exact, a sequential SOCP is formulated using convex–concave procedure (CCP) and cuts, which can be
quickly solved. Moreover, the exact solution of the original problem can be recovered. Furthermore,
in view of the shortcomings of the large computer storage capacity and slow computational rate
for the column and constraint generation (CCG) method, a method direct iteratively solving the
master and sub-problem is proposed. Increases to variables and constraints to solve the master
problem are not needed. For the sub-problem, only the model of each single time period needs to
be solved. Then, their objective function values are accumulated, and the worst scenarios of each
time period are concatenated. As an outcome, a large amount of storage memory is saved and the
computational efficiency is greatly enhanced. The capability of the proposed method is validated
with three simulation cases.

Keywords: ancillary services; CCP; distribution system; robust optimization; sequential SOCP

1. Introduction

In recent years, a large number of DGs and electric vehicles (EVs) have been connected
to the distribution network. The intermittence of renewable DGs and EVs aggravates the
problem of voltage and current magnitude violation and poor power flow [1]. Further,
the interaction between discrete adjustable equipment, DGs and EVs may result in fre-
quent actions of OLTC, SVR, and SCR, speeding up wear and pushing up operation and
maintenance costs. In order to cope with the above challenges, the traditional passive
distribution network is gradually evolved into an active distribution network. At present,
a large number of terminals and communication system have been installed in distribution
systems. DGs providing auxiliary services are feasible and great value [2]. However, for a
distribution system with a large number of DGs, if all the DGs provide auxiliary services,
the total payment from the power company to DG owners will be high. Partial but not all
the DGs providing ancillary service are a cost-effective way to ensure the safe and economic
operation of a distribution system.

The multi-period programming of active and reactive power is an effective tool to
ensure the safe and economic operation of a distribution network [3–5]. Conventionally,
the optimal power flow (OPF) problem can be formulated as non-convex nonlinear mixed
integer programming. Theoretically, the global optimal solution cannot be sought out
in polynomial time. For potential economic benefits, there has been growing interest in
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determining the global solution with high computational efficiency. In recent years, many
examples of significant progress have been released using convex relaxation methods.
Convex relaxation models could be solved more efficiently, and provide a lower bound
for the objective value at optimum and may even give the globally optimal solution if the
relaxation is exact. The pioneer work in [6] finds that the semi definite programming (SDP)
relaxation will be exact for several IEEE benchmark systems after adding a small resistance
to every purely inductive transformer branch, and opens up a promising research direction.
The geometry of the power flow injection region is investigated in [7,8]. Compared to
SDP, the SOCP based on the bus injection model as well as the branch flow model has
attracted more attention in radial balanced distribution networks due to its much higher
solving efficiency.

Finding a group of sufficient conditions to guarantee exact convex relaxation ex ante
is of great value. For the distribution network with radial topology, if the objective function
is convex, strictly increasing with line loss, not increasing with load, independent of the
active and reactive power flow of lines, then the SOCP relaxation will be exact as long as
the original OPF is feasible [9,10]. It is pointed out in [11] that the SOCP relaxation will be
exact if (i) the objective function is strictly increasing with active power injection, (ii) there
is no reverse power flow, and (iii) there is not an upper limit on voltage amplitude. It is
found in [12] that the SOCP relaxation will be exact if there is no simultaneous reversal
of active and reactive power flows. Further sufficient conditions on system parameters
that can be checked ex ante, which admit a provable exactness guarantee for the overhead
line and cable distribution network, are suggested in [13,14], respectively. Although SOCP
convex relaxation has been proved to be exact under mild conditions, there are still many
factors challenging these conditions in practical applications, especially the influence of
objective function. If the objective function is not strictly increasing with node active power
injection, then the exactness may not be guaranteed.

The optimization methods of OPF are generally divided into centralized [15] and
distributed approaches [16,17]. In [18], the SOCP and SDP models are formulated to
solve the multi-period OPF problem of an unbalanced three-phase distribution system
with battery ESS. The active and reactive power levels of battery ESS are dispatched to
minimize the power losses and energy purchase costs. However, the uncertainty of load
and renewable energy is not taken into account.

To address the uncertainty of loads and renewable DGs, two major methods have
been widely applied, i.e., stochastic optimization and robust optimization. The robust
optimization methods are advantageous for full solution robustness and high computing
efficiency. Thus, to guarantee operating robustness against any uncertainty realization,
the robust optimization methods are preferred. At present, the CCG robust optimization
method is very popular [19,20]. It is widely used to solve the robust optimization problem
of a distribution system [21–23]. However, when it is applied to the large-scale multi-
period robust optimization of a distribution network, the computational rate is very slow
since a huge number of variables and constraints are generated in the master problem.
Therefore, it is difficult to meet the requirement of online rolling optimization. In [24],
a two-stage robust optimization model of a pre-specified number of photovoltaic (PV)
inverters providing ancillary services is developed. Nevertheless, SCR, SVR, SVC and
ESS are not taken into account. Further, since the objective function of the model is strict,
decreasing with active power injection, when the penetration rate of DGs is high, the conic
relaxation could be not exact.

To address the above problem, a sequential convex optimization method to solve
broader classes of OPF problems over radial networks is proposed. The nonconvex branch
power flow equation is decomposed as a second-order cone inequality and a non-convex
constraint involving the difference of two convex functions. Provided with an initial solu-
tion offered by an inexact SOCP relaxation, this approach solves a sequence of convexified
penalization problems, where concave terms are approximated by linear functions and



Energies 2021, 14, 4911 3 of 21

updated at each iteration. It could recover a feasible solution, which usually appears to be
very close, if not equal, to the global optimal one [25].

According to the literatures review, we find that, in the existing robust optimization
with partial DGs providing ancillary services, SCR, SVR, SVC and ESS are not taken
into account. Further, the computational rate of CCG is very slow when the distribution
system is large and the multi-period model is formulated. Furthermore, when the objective
function is not strictly increasing with active power injection and the penetration rate
of DGs is high, the conic relaxation could be not exact. In this paper, considering ESS,
SCR, SVR, and SVC, a two-stage multi-period hybrid integer SOCP robust model with
partial DGs providing auxiliary service is developed. Moreover, the fast solving method
is proposed.

Compared with [24], the main contributions of this paper are as follows: (1) The
optimization model is extended to multi-period, in which the coordination of ESS, SCR,
SVR, and SVC with partial DGs providing ancillary services is formulated. (2) The reactive
power of ESS is utilized. (3) The losses of ESS are included in the objective function.
(4) If the conic relaxation is not exact, a sequential SOCP is formulated using CCP and
cuts, which can significantly improve the convergence rate. (5) Increases to variables and
constraints to solve the master problem are not needed. For the sub-problem, only the
model of each single time period needs to be solved. Then, their objective function values
are accumulated, and the worst scenarios of each time period are concatenated. As an
outcome, a large amount of storage memory is saved and the computational efficiency is
greatly enhanced. (6) The computing rate of the proposed method is much faster than the
CCG method.

The organization of this paper is as follows. In Section 2, considering ESS, SCR, SVR,
and SVC, the multi-period robust model for coordinated active and reactive optimization
in a distribution network with partial DGs providing ancillary services is formulated. In
Section 3, the two-stage mixed integer SOCP and sequential SOCP fast solving method
is developed. In Section 4, simulation cases are performed. Concluding remarks are
summarized in Section 5.

2. Robust Model for Partial DGs Providing Ancillary Services
2.1. Deterministic Optimization Model

The radial distribution system shown in Figure 1 can be described using branch flow
equations. According to [24], considering the ESS, SCR, SVR, and SVC, the multi-period
model for active and reactive power coordination with partial DGs providing ancillary
services can be formulated as Equations (1)–(18). The models of ESS, SCR, SVC, and
SVR are the same as [26], except that the reactive power of ESS shown as Equation (18)
is utilized.

Master Problem (MP) : min fobj
{Ps,j,t ,Qs,j,t ,zj,t ,uj,t ,lij,t ,Hij,t ,Gij,t ,Pch

j,t ,Pdis
j,t ,PESS

j,t ,QESS
j,t ,QSVC

j,t ,QSCR
j,t ,kSVR

ij,t }

Tmax
∑

t=1

{
∑

j∈BESS

[
(1− ηch)Pch

j,t +
(

1
ηdis
− 1
)

Pdis
j,t

]
+ ∑

(i,j)∈E
rijlij,t − ∑

j∈J
Ps,j,t

} (1)

P f
s,j,t − PL,j,t − Pch

j,t + Pdis
j,t = ∑

k∈δ(j)
Hjk,t − ∑

i∈π(j)

(
Hij,t − rijlij,t

)
, ∀j ∈ V\J, ∀t (2)

QESS
j,t +QSVC

j,t +QSCR
j,t −QL,j,t = ∑

k∈δ(j)
Gjk,t− ∑

i∈π(j)

(
Gij,t − xijlij,t

)
+ bs,juj,t, ∀j ∈ V\J, ∀t (3)

Ps,j,t − PL,j,t − Pch
j,t + Pdis

j,t = ∑
k∈δ(j)

Hjk,t − ∑
i∈π(j)

(
Hij,t − rijlij,t

)
, ∀j ∈ J, ∀t (4)

Qs,j,t + QESS
j,t + QSVC

j,t + QSCR
j,t −QL,j,t = ∑

k∈δ(j)
Gjk,t − ∑

i∈π(j)

(
Gij,t − xijlij,t

)
+ bs,juj,t, ∀j ∈ J, ∀t (5)
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− PL,j,t − Pch
j,t + Pdis

j,t = ∑
k∈δ(j)

Hjk,t − ∑
i∈π(j)

(
Hij,t − rijlij,t

)
, ∀j ∈ B\V, ∀t (6)

QESS
j,t + QSVC

j,t + QSCR
j,t −QL,j,t = ∑

k∈δ(j)
Gjk,t − ∑

i∈π(j)

(
Gij,t − xijlij,t

)
+ bs,juj,t, ∀j ∈ B\V, ∀t (7)

uj,t = ui,t − 2
(
rijHij,t + xijGij,t

)
+
(

r2
ij + x2

ij

)
lij,t, ∀(i, j) ∈ E, ∀t (8)(

Umin
j

)2
≤ uj,t ≤

(
Umax

j

)2
, ∀j ∈ B, ∀t (9)

0 ≤ lij,t ≤
(

Imax
ij

)2
∀(i, j) ∈ E, ∀t (10)

P f
s,j,t
(
1− zj,t

)
≤ Ps,j,t ≤ P f

s,j,t, ∀j ∈ J, ∀t (11)∥∥∥∥∥ Qs,j,t
Ts,j,t

∥∥∥∥∥
2

≤ Sj, ∀j ∈ J, ∀t (12)

− Ts,j,t tan θj ≤ Qs,j,t ≤ Ts,j,t tan θj, ∀j ∈ J, ∀θj ∈
[
0,

π

2

)
, ∀t (13)

H2
ij,t + G2

ij,t ≤ lij,tui,t ∀(i, j) ∈ E, ∀t (14)

zj,t ∈ {0, 1}, ∑
j∈J

zj,t ≤ K, ∀j ∈ J, ∀t (15)

0 ≤ Ts,j,t ≤ Mzj,t, ∀j ∈ J, ∀t (16)

0 ≤ Ps,j,t − Ts,j,t ≤ Mzj,t, ∀j ∈ J, ∀t (17)√(
Pch

j,t − Pdis
j,t

)2
+
(

QESS
j,t

)2
≤ SESS

j , ∀j ∈ BESS, ∀t (18)

where Pch
j,t and Pdis

j,t are the charge and discharge power of ESS at node j time t, respec-

tively. ηch and ηdis are the charge and discharge efficiency, respectively. BESS is the set
of nodes connected with ESS. QESS

j,t and SESS
j are the reactive power and rated capacity

of ESS. QSVC
j,t and QSCR

j,t are the reactive powers of SVC and SCR, respectively. kSVR
ij,t is

the turn ratio of SVR between bus i and j, at time t. The term in the objective function

∑
j∈BESS

[
(1− ηch)Pch

j,t +
(

1
ηdis
− 1
)

Pdis
j,t

]
is the total active power losses of ESS. The meanings

of other variables and formulas are listed in [24]. They are not explained in any further
detail in this paper.
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Figure 1. A radial distribution system.

The binaries zj,t and discrete variables associated with SVR and SCR and the discrete
as well as continuous variables associated with ESSs are the first-stage variables. Mean-
while, continuous variables such as the reactive power of SVC and branch flows are the
second-stage variables. The first-stage variables denoted by {ψt} cannot be adjusted after
the uncertainties are revealed. They are regarded as the “here and after” decisions. The con-
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tinuous variables, such as the reactive power of the SVC, branch power, currents, and node
voltage magnitudes, are the second-stage variables. The second-stage variables denoted
by {ϕt} can be adaptively changed in the real-time operation when the uncertainties are
revealed. Branch power flows, currents, and node voltage magnitudes are also regarded as
the state variables, while the reactive power of SVC is the “wait and see” decision.

2.2. Robust Optimization Model

In reality, loads and active power of renewable DGs have strong uncertainty. To hedge
against the uncertainty, a robust model is given by

min
{ψt}

max
(pt, qt) ∈ Dt

P f
t ∈ Gt

min
{ϕt}

fobj (19)

s.t. (1)~(18) (20)

Dt =
{
(pt, qt)

∣∣∣pmin
t ≤ pt ≤ pmax

t , pmin
t ◦ tan(θL) ≤ qt ≤ pmax

t ◦ tan(θL)
}

(21)

Gt =
{

P f
t

∣∣∣P f min
t ≤ P f

t ≤P f max
t

}
∀j ∈ J (22)

In the uncertainty sets, the lower and upper bounds of load and the active power of
the DGs pmin

t , pmax
t , P f min

t , and P f max
t can be obtained by the interval prediction.

3. Solving Method
3.1. Master Problem

In this paper, a two-stage robust model based on cutting plane is formulated. The
master problem is shown in Equations (1)–(18). The objective of the master problem is to
find the optimal values of the first-stage variables given the worst scenario generated by the
sub-problem. It gives a lower bound of the original problem given by Equations (19)–(22).
The optimal values of the first-stage variables, such as zj,t, the capacitive admittance of
the SCR, the turn ratios of the OLTC and SVR, and the injected power of the ESS, are
substituted into Equations (1)–(18). Then, the sub-problem can be formulated.

The master problem shown in Equations (1)–(18) can be written as a compact form as:

Master-Problem(MP): fmp = min
{ψt},{ϕt}

fobj (23)

s.t. ψt ∈ Ψt (24)

Tmax

∑
t=1

AT
t ψt ≤ b (25)

BT
t ψt ≤ b1t (26)

Jt ϕt ≤ b2t (27)

Ltψt + Nt ϕt ≤ b3t (28)

Dp
t ψt + Ep

t ϕt = pt (29)

Dq
t ψt + Eq

t ϕt = qt (30)

Ht ϕt ≤ P f
s,t (31)

‖Knt ϕt‖2 ≤ hT
nt ϕt (32)

‖Cntψt‖2 ≤ OT
ntψt (33)

where inequality Equation (32) denotes the conic relaxation of each line and capacity
constraints on DGs. Inequality Equation (33) denotes capacity constraints on ESS.
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3.2. Sub-Problem

Given the values of the first-stage variables by the master problem, the sub-problem
can be written as a compact form as:

Sub-Problem (SP): L
(
ψ∗1 , · · ·ψ∗Tmax

)
= max

(pt, qt) ∈ Dt

P f
t ∈ Gt

min
Tmax

∑
t=1

(
cT

t yt

)
(34)

Rtyt = b1t∀t, (π1t) (35)

Mtyt ≤ b2t∀t, (π2t) (36)

Wp
t ϕt = pt + p0t ∀t, (π3t) (37)

Wq
t ϕt = qt + q0t ∀t, (π4t) (38)

where p0t and q0t denote the active and reactive power of ESS, respectively.

Ityt ≤ P f
t ∀j ∈ J ∀t, (π5t) (39)

‖Kntyt‖2 ≤ hT
ntyt ∀t, (π6nt, π7nt) (40)

Formulas (34)–(40) can be transformed to Formulas (41)–(48) with dual theory.

SP :
Tmax

∑
t=1

max
pt ,qt ,P

f
t ,π1t ,π2t ,π3t ,π4t ,π5t ,π6nt ,π7nt

(
bT

1tπ1t + bT
2tπ2t + (pt + p0t)

Tπ3t +(qt + q0t)
Tπ4t +

(
P f

t

)T
π5t

)
(41)

Tmax

∑
t=1

max
pt ,qt ,P

f
t ,π1t ,π2t ,π3t ,π4t ,π5t ,π6nt ,π7nt

(
bT

1tπ1t + bT
2tπ2t + (pt + p0t)

Tπ3t +(qt + q0t)
Tπ4t +

(
P f

t

)T
π5t

)
(42)

s.t. ‖π6nt‖2 ≤ π7nt, ∀t (43)

RT
t π1t + MT

t π2t +
(

Wp
t

)T
π3t +

(
Wq

t

)T
π4t + IT

t π5t +∑
n

(
KT

ntπ6nt + hntπ7nt

)
= ct, ∀t (44)

π2t ≤ 0, ∀t (45)

pmin
t ≤ pt ≤ pmax

t , ∀t (46)

pmin
t ◦ tan(θL) ≤ qt ≤ pmax

t ◦ tan(θL), ∀t (47)

P f min
t ≤ P f

t ≤ P f max
t ∀t (48)

where π1
t , π2

t , π3
t , π4

lt, and π5
lt are the dual variables.

Let γ
p
t,n = π3tδt,n, then the bilinear term (pt)

Tπ3t in Equation (41) can be linearized as
Equation (49) using the big-M method.

(pt)
Tπ3t = ∑

n

(
pmin

t,n π3t,n +
(

pmax
t,n − pmin

t,n
)
γ

p
t,n

)
−Mδt,n ≤ γ

p
t,n ≤ Mδt,n

−M(1− δt,n) ≤ γ
p
t,n − π3t,n ≤ M(1− δt,n)

δt,n ∈ {0, 1}

∀t, ∀n (49)

where M is a big number.
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Similarly, let γ
q
t,n = π4tδt,n, then the bilinear term (qt)

Tπ4t in Equation (41) can be
linearized as:

(qt)
Tπ4t = ∑

n

(
pmin

t,n tan(θL,n)π4t,n +
(

pmax
t,n − pmin

t,n
)

tan(θL,n)γ
q
t,n

)
−Mδt,n ≤ γ

q
t,n ≤ Mδt,n

−M(1− δt,n) ≤ γ
q
t,n − π4t,n ≤ M(1− δt,n)

∀t, ∀n (50)

Similarly, let γDG
t,n = λtπ5t,n. For the same kind of renewable DGs, such as a wind

turbine, the bilinear term
(

P f
t

)T
π5t in Equation (41) can be linearized as:



(
P f

t

)T
π5t = ∑

n

(
P f min

t,n π5t,n +
(

P f max
t,n − P f min

t,n

)
γDG

t,n

)
−Mλt ≤ γDG

t,n ≤ Mλt
−M(1− λt) ≤ γDG

t,n − π5t,n ≤ M(1− λt)
λt ∈ {0, 1}

∀t, ∀n (51)

3.3. Solution Steps

The flowchart of solving procedures is shown in Figure 2. The steps are as follows.
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P1: Set LB = −∞, UB = +∞, and n = 1.
P2: Solve MP to obtain the optimal solution x∗. Evaluate relaxation gaps at x∗ as

Gap(x∗) = max
t

max
ij∈E

(
l∗ij,tu

∗
i,t −

(
G∗ij,t

)2
−
(

H∗ij,t
)2
)

(52)

If Gap(x∗) ≤ ε1, where ε1 is a pre-specified tolerance, terminate and report the optimal

solution x∗. Compute f ∗ϕ =
Tmax
∑

t=1

(
∑

(i,j)∈E
rijlij,t − ∑

j∈J
Ps,j,t

)
∆t and update the lower bound to

LB = f ∗ϕ . Jump to P6. If Gap(x∗) > ε1, go to P3.
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P3: Set an initial penalty coefficient ρ1 > 0, a penalty growth rate parameter τ > 1,
and a penalty upper bound ρm. Let the iteration index k = 1, and the initial point x1 = x∗.

P4: Form the linear approximation gij(x) at xk gij,t(x, xk) = gij,t(xk)+∇gij,t(xk)
T(x, xk),

∀(i, j) ∈ E, ∀t and solve the following penalized problem:

minv(x, s) = fobj(x) + ρk

Tmax

∑
t=1

∑
ij∈E

sij,t (53)

s.t.x ∈ X, sij,t ≥ 0, ∀(i, j) ∈ E, ∀t (54)

fij,t(x) =
(
ui,t + lij,t

)2 (55)

gij,t(x) =
(
ui,t − lij,t

)2
+ 4
(
Gij,t

)2
+ 4
(

Hij,t
)2 (56)

fij,t − gij,t(x, xk) ≤ sij,t∀(i, j) ∈ E, ∀t (57)

lij,t ≤

(
G∗ij,t,k−1

)2
+
(

H∗ij,t,k−1

)2

u∗i,t,k−1
∀(i, j) ∈ E, ∀t (58)

(2)~(18) (59)

where G∗ij,t,k−1, H∗ij,t,k−1, and u∗i,t,k−1 are the optimal active, reactive power and voltage

magnitude square after (k − 1)th solving Equations (53)–(59). The optimal solution is (xk+1,
sk+1), and the optimal objective function value is vk+1.

P5: Evaluate the relaxation gap at xk+1. If Gap(xk+1) ≤ ε1, terminate, and report
x∗ = xk+1. Otherwise, update ρk+1= min {τρk, ρm}, k← k + 1 . While k < kmax, go to P2.

P6: Fix {ψ∗t } and solve the SP at each time period to obtain the worst scenario
{d∗t }, {g∗t }. Compute the total optimal objective function f∗sp(ψ

∗
t ) by accumulating that of

each period.
P7: Update UB= f∗sp(ψ

∗
t ). If |LB−UB| < ε2 or n > nmax (nmax is the maximum

number of iterations), terminate the program and output ψ∗t . Otherwise, {d∗t } and {g∗t }
are substituted into MP. Update n← n + 1 and go to P2.

It is worth pointing out that system data are gathered a day in advance. Then,
the program is performed. The settings are sent to and stored in each piece of adjustable
equipment a day in advance. When communication errors occur within a day, the proposed
method can be still applicable [27,28].

4. Numerical Analysis

In case 1, the 33-, 69-, and 123-bus systems are used to test the capabilities of the
proposed method. The maximal active power of each PV plant and PMSG wind turbine is
set to 100 and 200 kW, respectively. Since the penetration of DGs is low, the conic relaxations
are exact. The computing rate of the two-stage multi-period mixed integer SOCP of the
proposed method is compared with the CCG method.

In case 2, the 33-bus systems are used to test the capabilities of the proposed method.
the active power of each PV plant is set to 1.5, 2.5, 3.5, 4.5, 5.5, and 6.5 MW. Since the
penetration of DGs is very high, the conic relaxations are not exact. The computing and
convergence rate of the single-period sequential SOCP of the proposed method is compared
with [23,25,29].

In case 3, the 33-bus systems are used to test the capabilities of the proposed method.
The maximal active power of each PV plant is set to 1.5 MW. Since the penetration of DGs
is very high, the conic relaxations are not exact. The computing and convergence rate
of two-stage multi-period mixed integer sequential SOCP using the proposed method is
compared with [23,25,29].

In case 4, the 69- and 123-bus systems are used to test the capabilities of the proposed
method. The maximal active power of each PV plant and PMSG wind turbine is set to 600
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and 375 kW, respectively. Since the penetration of DGs is very high, the conic relaxations
are not exact. The computing and convergence rate of two-stage multi-period mixed integer
sequential SOCP using the proposed method is compared with the CCG method.

4.1. Case 1

The 33-, 69-, and 123-bus systems in [21] are used to test the capabilities of the proposed
method. Some simulation conditions are set as follows. One PV plant is connected to
bus 4–7, 14–17, 19, 20, 23, 26, 31, and 32 in the IEEE 33-bus system. Meanwhile, one PV
plant is connected to buses 15, 19, 25–27, 33–35, 39, 41, 44, 48, 52–56, 58, and 67–69 in the
PG69-bus system. The maximum active power and rated capacity of each PV plant is set
to 100 kW and 100 kVA, respectively. The power factor angle range of each PV plant is
set to be [−pi/2, pi/2]. The load and PV factor are shown in Figure 3. The convergence
tolerances ε1 and ε2 are set to be 1.0 × 10−6 and 2.0 × 10−4, respectively. The maximum
iteration nmax, is set to be 5. K is set to 5. For the 33- and 69-bus systems, other simulation
conditions are the same as [26].
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Figure 3. Load and PV factor in 24 h.

One permanent magnet synchronous generator (PMSG) wind turbine is connected
to bus 33, 39, 48, 51, 56, 66, 70, 71, 75, 78, 85, 91, 96, 104, 106, 107, 114, 115, 118, and 122 in
the IEEE 123-bus system. The maximum active power and capacity of each wind turbine
is set to 200 kW and 200 kVA, respectively. The power factor angle range of each PMSG
wind turbine is set to [−pi/2, pi/2]. The load and PMSG wind turbine factor is the same
as [26]. One SCR is connected to bus 83, 88, 90, and 92. The capacities of the SCR are
[−0.6, 0.6], [−0.15, 0.15], [−0.15, 0.15], and [−0.15, 0.15] MVar, while the step size is 0.1,
0.025, 0.025, and 0.025 MVar, respectively. One SVR is connected between bus 9 and 14,
25 and 26, 119 and 67, and 123 and 1, respectively. One ESS connected to bus 1 and 60,
respectively. The charge and discharge efficiency of each ESS is 0.95. The capacity of ESS
is 0.75 and 0.25 MWh, respectively. The maximum cycle of the ESS is set to be 3. Both
the maximum charge and discharge power are 150 and 150 kW, respectively. One SVC is
connected to node 114 and 116, respectively. The capacity of both SVCs is [−0.25, 0.25]
MVar. The maximal current at each branch is set to 700 A. The voltage magnitude bound of
each node is set to [0.9, 1.1] p.u. The base power of the systems is set as 5 MVA. The base
voltage of the systems is chosen to be 4.16 kV. K is set to 5. The convergence tolerance ε1
and ε2 are set to be 1.0 × 10−6 and 5.0 × 10−4, respectively. The maximum iteration nmax is
set to be 10. The tolerances of relative gaps are properly chosen such that the programs can
run fluently. For fairness of comparison, they are set the same for the proposed and CCG
methods. The simulation result is a global optimum. This is because the mixed integer
second-order cone programming software package of MOSEK is used to solve the problem.
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The objective function values of the master- and sub-problem, iterations, and compu-
tational time for the 33- and 69-bus systems are shown in Tables 1–4. As can be seen, the
objective function values of the proposed method fit that of the improved CCG method
(the sub-problem is solved with the proposed method) very close for different —that is,
the precision of the proposed method is high enough. However, the average number
of iterations and computational time of the proposed method are less than those of the
improved CCG method.

Table 1. Objective function values for the 33-bus network.

ζ

Objective Function Values (p.u.)

Improved CCG Proposed Method

MP SP MP SP

0.1 −0.0933 −0.0934 −0.0934 −0.0934
0.2 0.0072 0.0072 0.0072 0.0072
0.3 0.1194 0.1194 0.1184 0.1184
0.4 0.2408 0.2409 0.2408 0.2409
0.5 0.3754 0.3755 0.3754 0.3755
0.6 0.5231 0.5232 0.5231 0.5232

Table 2. Iterations and computational time for the 33-bus network.

ζ
Improved CCG Proposed Method

Iterations Time (s) Iterations Time (s)

0.1 3 46.155 2 35.662
0.2 2 33.772 2 36.256
0.3 5 100.713 2 33.577
0.4 2 19.926 2 35.015
0.5 2 19.734 2 33.844
0.6 2 21.128 2 28.190

Table 3. Objective function values for the 69-bus network.

ζ

Objective Function Values (p.u.)

Improved CCG Proposed Method

MP SP MP SP

0.1 −0.0660 −0.0661 −0.0660 −0.0661
0.2 0.0270 0.0269 0.0269 0.0267
0.3 0.1464 0.1462 0.1440 0.1439
0.4 0.2694 0.2692 0.2656 0.2654
0.5 0.4080 0.4072 0.4016 0.4014
0.6 0.5561 0.5544 0.5502 0.5501

Table 4. Iterations and computational time for the 69-bus network.

ζ
Improved CCG Proposed Method

Iterations Time (s) Iterations Time (s)

0.1 2 65.025 2 77.585
0.2 2 75.127 2 82.130
0.3 3 110.968 2 69.863
0.4 3 113.343 2 69.791
0.5 5 264.499 4 139.552
0.6 5 272.656 3 111.973
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In Table 4, when the forecast errors ζ are 0.1 and 0.2, the computing time of the method
proposed is a litter longer than the improved CCG. It is correct. This is because both
methods converge with two iterations. Since the scale of the problem is not very large, the
computing time of the method proposed could be a litter longer than the improved CCG
because of numerical stability.

The active power of all the ESS is zero. This is because reactive power is more efficient
than active power to reduce network losses. The injected reactive power of ESS at node 16
when ζ is 0.2 for the 33-bus system is shown in Figure 4. It can be seen that when the load
is high (low), the injected reactive power of ESS at node 16 is also high (low). Specifically,
when the load is minimal at time period 5, the injected reactive power of ESS at node 16 is
also minimal. Contrastingly, when the load is at its peak during time periods 11–13 and
17–22, the injected reactive power of ESS at node 16 also reaches its maximum. This is
because, when the load is high (low), the reactive power demand is high (low). Therefore,
a large (small) amount of reactive power is produced by the ESS at node 16 to reduce the
active power losses of network.
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Figure 4. Reactive power injection from EES at node 16 for the 33-bus system.

The objective function values of the master- and sub-problem, iterations, and com-
putational time for the 123-bus system are shown in Tables 5 and 6, respectively. As can
be seen, the gaps of the objective function values between the master and sub-problem
of the proposed method for each ζ are much less than those of the improved CCG and
CCG method. Moreover, the iterations and computational time of the proposed method for
each ζ are much less than those of the improved CCG and CCG method. This is because,
increases to variables and constraints are not needed to solve the master problem using the
proposed method and the solving complexity of the sub-problem is much less than CCG
method.

Table 5. Objective function values for the 123-bus network.

ζ

Objective Function Values (p.u.)

Improved CCG CCG Proposed Method

MP SP MP SP MP SP

0.1 −2.0870 −2.0466 −2.1100 −2.0377 −2.0633 −2.0634
0.2 −2.0613 −2.0277 −2.0645 −2.0213 −2.0403 −2.0403
0.3 −2.0101 −2.0061 −2.0135 −1.9599 −2.0159 −2.0164
0.4 −1.9388 −1.9072 −1.9418 −1.8868 −1.9240 −1.9240
0.5 −1.8582 −1.8268 −1.8617 −1.8068 −1.8447 −1.8450
0.6 −1.7764 −1.7321 −1.7752 −1.7144 −1.7568 −1.7573
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Table 6. Iterations and computational time for the 123-bus network.

ζ
Improved CCG CCG Proposed Method

Iterations Time (s) Iterations Time (s) Iterations Time (s)

0.1 10 3524.916 10 3810 2 183.664
0.2 10 3152.919 10 4248 2 195.945
0.3 10 3318.348 10 4258 2 193.753
0.4 10 3151.459 10 4606 2 192.636
0.5 10 3091.671 10 4017 2 192.460
0.6 10 3010.364 10 4154 3 299.966

The maximum gaps of conic relaxation under different ζ of the three systems are
shown in Table 7. As can be seen, they are all less than 1.0 × 10−6, which indicates that the
conic relaxations are exact. This is because the penetration rate of DGs is very low.

Table 7. Maximum gaps of conic relaxation.

ζ 33-Bus System 69-Bus System 123-Bus System

0.1 6.3948 × 10−9 7.9871 × 10−7 6.4669 × 10−8

0.2 8.8074 × 10−9 3.6889 × 10−8 5.0020 × 10−9

0.3 7.8910 × 10−9 4.1979 × 10−8 1.3896 × 10−8

0.4 8.4152 × 10−9 5.3522 × 10−8 3.1927 × 10−8

0.5 9.4049 × 10−9 8.7201 × 10−7 7.4779 × 10−8

0.6 8.0618 × 10−9 7.3739 × 10−7 7.8610 × 10−8

The optimal selection of DGs providing ancillary services for the three systems when
ζ is 0.2 is shown in Tables 8–10. It can be seen that PV plants at nodes 26, 31, and 32 in the
33-bus system, as well as those at nodes 44, 48, and 52 in the 69-bus system, have always
been selected to provide ancillary services. For the 123-bus system, during time periods
1–9 when the power generation of DGs is high, PMSG wind turbines at nodes 71, 104, 107,
114 are always selected to provide ancillary services. Contrastingly, during time periods
10–24 when wind power generation is low, PMSG wind turbines at nodes 48, 56, 66, and
122 are always selected to provide ancillary services.

Table 8. Optimal selection of PV plants providing ancillary services in the 33-bus network.

Time PV Bus Number Time PV Bus Number Time PV Bus Number

1 7, 23, 26, 31, 32 9 7, 23, 26, 31, 32 17 7, 23, 26, 31, 32
2 7, 23, 26, 31, 32 10 7, 23, 26, 31, 32 18 6, 7, 26, 31, 32
3 20, 23, 26, 31, 32 11 7, 23, 26, 31, 32 19 6, 7, 26, 31, 32
4 14, 20, 26, 31, 32 12 7, 23, 26, 31, 32 20 6, 7, 26, 31, 32
5 14, 20, 26, 31, 32 13 7, 23, 26, 31, 32 21 7, 23, 26, 31, 32
6 14, 20, 26, 31, 32 14 7, 23, 26, 31, 32 22 7, 23, 26, 31, 32
7 20, 23, 26, 31, 32 15 7, 23, 26, 31, 32 23 7, 23, 26, 31, 32
8 7, 23, 26, 31, 32 16 7, 23, 26, 31, 32 24 7, 23, 26, 31, 32
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Table 9. Optimal selection of PV plants providing ancillary services in 69-bus network.

Time PV Bus Number Time PV Bus Number Time PV Bus Number

1 39, 44, 48, 52, 54 9 39, 44, 48, 52, 53 17 44, 48, 52, 53, 54
2 25, 39, 44, 48, 52 10 44, 48, 52, 53, 54 18 44, 48, 52, 53, 54
3 25, 39, 44, 48, 52 11 44, 48, 52, 53, 54 19 44, 48, 52, 53, 54
4 25, 39, 44, 48, 52 12 44, 48, 52, 53, 54 20 44, 48, 52, 53, 54
5 15, 39, 44, 48, 52 13 44, 48, 52, 53, 54 21 39, 48, 52, 53, 54
6 25, 39, 44, 48, 52 14 44, 48, 52, 53, 54 22 39, 48, 52, 53, 54
7 25, 39, 44, 48, 52 15 44, 48, 52, 53, 54 23 39, 48, 52, 53, 54
8 25, 39, 44, 48, 52 16 44, 48, 52, 53, 54 24 44, 48, 52, 53, 54

Table 10. Optimal selection of wind turbines providing ancillary services in the 123-bus network.

Time WT Bus Number Time WT Bus Number Time WT Bus Number

1 71, 85, 104, 107, 114 9 70, 71, 104, 107, 114 17 33, 48, 56, 66, 122
2 70, 71, 104, 107, 114 10 48, 56, 66, 78, 122 18 39, 48, 56, 66, 122
3 71, 85, 104, 107, 114 11 33, 48, 56, 66, 122 19 39, 48, 56, 66, 122
4 71, 85, 104, 107, 114 12 33, 48, 56, 66, 122 20 39, 48, 56, 66, 122
5 71, 85, 104, 107, 114 13 33, 48, 56, 66, 122 21 39, 48, 56, 66, 122
6 71, 85, 104, 107, 114 14 48, 56, 66, 78, 122 22 39, 48, 56, 66, 122
7 70, 71, 104, 107, 114 15 33, 48, 56, 66, 122 23 48, 56, 66, 78, 122
8 70, 71, 104, 107, 114 16 33, 48, 56, 66, 122 24 48, 56, 66, 78, 122

The injected reactive power of ESS at node 1 when ζ is 0.2 for the 123-bus system is
shown in Figure 5. It can be seen that when load minus the power generation of a wind
turbine is high (low), the injected reactive power of ESS at node 16 is also high (low). Since
the location of ESS is near to the root node, when the forward power flow is high, the ESS
must inject a lot of reactive power to raise the voltage. Contrastingly, when the reverse
power flow is high, the ESS must absorb a lot of reactive power to lower the voltage.
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Figure 5. Reactive power injection from EES at node 1 for the 123-bus system.

4.2. Case 2

In the 33-bus system, the active power of each PV plant is set very high to test the
capability of the proposed method. The active power of each PV plant is set to 1.5 MW,
and the power factor is set to 1. All the PV plants provide ancillary services. There is
not any ESS, SCR, SVR, or SVC in the system. Therefore, a single time period model is
formulated. The tolerance ε1 is set to be 1.0 × 10−6. The maximum number of iterations
kmax is set to be 30. The logarithms of the maximum gaps of conic relaxation for solving
the deterministic master problem with different methods are shown in Figure 6a–d. As
can be seen, the program using the proposed method converges within 5 iterations, while
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it takes 14 iterations to converge using the method in [25]. Further, it does not converge
using the method in [23,29].
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Figure 6. Comparisons on maximum gaps of conic relaxation.

Set the output active power and rated capacity of each PV plant to 2.5 MW and
2.5 MVA, respectively, and the tolerance ε1 to 1.0 × 10−8. The logarithms of the maximum
gaps of conic relaxation for solving the deterministic master problem with the method
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in [25] and the proposed method are shown in Figure 6e,f. As can be seen, the program
does not converge after 30 iterations using the method in [25]. Nevertheless, it only takes
eight iterations to converge using the proposed method.

Set the tolerance ε1 to 1.0 × 10−6, power factor to 1 and maximal iterations to 30. The
number of iterations after solving the deterministic master problem under different active
powers of PV plants is shown in Table 11. As can be seen, the program using the proposed
method converges within five iterations under all the situations, which is much less than
other methods.

Table 11. Number of iterations with different methods.

Active Power
of Each PV (MW)

Proposed
Method

Method
in [23]

Method
in [25]

Method
in [29]

1.5 5 30 14 30
2.5 5 30 30 30
3.5 4 30 30 30
4.5 5 30 30 30
5.5 4 30 30 30
6.5 4 30 30 30

4.3. Case 3

Set the maximal active power and rated capacity of each PV plant to 1.5 MW and
1.5 MVA, respectively, in the 33-bus system. The objective function values of the master-
and sub-problem, iterations, and computational time for the 33-bus system when ζ is 0.2
are shown in Tables 12–15. As can be seen, the objective function values of the master
and sub-problem using the proposed method and that of [25] agree very well for each ζ.
However, the number of iterations and computational time of the proposed method are
much less than the method in [25]. Further, the method in [23,29] fails since the master
problem is infeasible except when ζ is 0.1 using the method in [23].

Table 12. Objective function values.

ζ

Objective Function (p.u.)

Method in [25] Proposed Method

MP SP MP SP

0.1 −0.7654 −0.7654 −0.7655 −0.7655
0.2 −0.7323 −0.7323 −0.7323 −0.7323
0.3 −0.6992 −0.6992 −0.6992 −0.6992
0.4 −0.6660 −0.6660 −0.6660 −0.6660
0.5 −0.6329 −0.6329 −0.6329 −0.6329
0.6 −0.5997 −0.5997 −0.5997 −0.5997

Table 13. Iterations and computational time.

ζ
Method in [25] Proposed Method

Iterations Time (s) Iterations Time (s)

0.1 2 31.433 2 13.896
0.2 2 31.894 2 15.148
0.3 2 31.938 2 11.402
0.4 2 29.879 2 13.179
0.5 2 31.046 2 11.724
0.6 2 33.076 2 11.168
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Table 14. Objective function values.

ζ

Objective Function Values (p.u.)

Method in [23] Method in [29]

MP SP MP SP

0.1 −0.7619 −0.7655 Infeasible −0.7655
0.2 Infeasible 58.4681 Infeasible −0.7323
0.3 Infeasible 60.6725 Infeasible −0.6992
0.4 Infeasible 62.8792 Infeasible −0.6660
0.5 Infeasible 65.0870 Infeasible −0.6329
0.6 Infeasible 67.2952 Infeasible −0.5997

Table 15. Iterations and computational time.

ζ
Method in [23] Method in [29]

Iterations Time (s) Iterations Time (s)

0.1 5 46.240 2 57.417
0.2 5 20.606 2 56.451
0.3 5 23.765 2 53.611
0.4 5 22.276 2 56.217
0.5 5 20.324 2 56.976
0.6 5 20.741 2 56.599

4.4. Case 4

Set the maximal active power and rated capacity of each PV plant to 600 kW and
600 kVA, respectively. Moreover, set the maximal active power and rated capacity of each
PMSG wind turbine to 375 kW and 375 kVA, respectively. Further, set the tolerance ε2 to
0.0005 for the 69-bus system and 0.003 for the 123-bus system. Other simulation conditions
are the same as case 1. The maximal gaps of conic relaxations of both systems are always
less than 1.0 × 10−6 for the sub-problem. However, they are a little less than 1.0 but far
larger than 1.0 × 10−6 for the first iterations after solving the master problem. To this end,
the CCP is applied, and a sequential SOCP is solved. The objective function values of the
proposed method when ζ is 0.5 are shown in Table 16. The iterations and computational
time are shown in Table 17. It can be seen that the program converges with three iterations
with the proposed method for both systems. The computing rate is also acceptable for
both systems, although it is slower than case 1. Further, when the methods in [23,29] are
adopted, the programs do not converge.

Table 16. Objective function values for the 69- and 123-bus systems.

ζ

Objective Function Values (p.u.)

69-Bus System 123-Bus System

MP SP MP SP

0.5 −1.2676 −1.2679 −3.7354 −3.7379

Table 17. Iterations and computational time for the 69- and 123-bus systems.

ζ
69-Bus System 123-Bus System

Iterations Time (s) Iterations Time (s)

0.5 3 495.609 3 1985.721

The logarithm values of maximal gaps of conic relaxation for the master problem of
the 69-bus system at the third iterations between the master and sub-problem using the
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proposed method is shown in Figure 7. It can be seen that it just needs two iterations for the
sequential SOCP to converge. Further, the logarithm values of the maximal gaps of conic
relaxation for the master problem of the 123-bus system at the third iterations between
the master and sub-problem using the proposed method are shown in Figure 8. It can be
seen that it just needs four iterations for the sequential SOCP to converge. Therefore, the
efficiency of the proposed method is high.
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Figure 7. Logarithms of maximal gaps of conic relaxation when the rated capacity of each PV plant is
600 kVA for the 69-bus system.
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Figure 8. Logarithms of maximum gaps of conic relaxation when the rated capacity of each wind
turbine is 375 kVA for the 123-bus system.

The optimal selection of PV plants providing ancillary services in the 69-bus systems
is shown in Table 18. It can be seen that PV plants at nodes 15, 19, and 25–27 have always
been selected to provide ancillary services during time periods 10–14 when the solar power
generation is high since they are furthest from the root node. Moreover, PV plants at nodes
39 and 52 have always been selected to provide ancillary services when the solar power
generation is low.
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Table 18. Optimal selection of PV plants providing ancillary services in the 69-bus network.

Time PV Bus Number Time PV Bus Number Time PV Bus Number

1 15, 39, 44, 48, 52 9 15, 26, 27, 39, 52 17 39, 44, 48, 52, 53
2 15, 39, 44, 48, 52 10 15, 19, 25, 26, 27 18 15, 39, 44, 48, 52
3 15, 39, 44, 48, 52 11 15, 19, 25, 26, 27 19 33, 39, 44, 48, 52
4 15, 39, 44, 48, 52 12 15, 19, 25, 26, 27 20 33, 39, 44, 48, 52
5 15, 39, 44, 48, 52 13 15, 19, 25, 26, 27 21 15, 39, 44, 48, 52
6 15, 39, 44, 48, 52 14 15, 19, 25, 26, 27 22 15, 39, 44, 48, 52
7 15, 39, 44, 48, 52 15 19, 25, 26, 27, 39 23 15, 39, 44, 48, 52
8 39, 48, 52, 53, 54 16 15, 27, 39, 48, 52 24 15, 39, 44, 48, 52

The reactive power injections and active power curtailment of DGs for the 69-bus
system are shown in Table 19. It can be seen that, when the power generation of PV plants
is high during time periods 9–15, a large amount of reactive power is absorbed and active
power is cut down to keep the voltage lower than 1.1 p.u. and current lower than 400 A.
Further, when the power generation of PV plant is zero at night, a large amount of reactive
power are injected to reduce power losses of lines.

Table 19. Optimal reactive power injection of PV plants in the 69-bus network.

Time Reactive Power (kvar) Time Reactive Power (kvar)

1 175, 588, 128, 232, 590 13 −106, −172, −426, −480, −508
2 151, 540, 108, 211, 489 14 −106, −173, −430, −484, −512
3 130, 498, 92, 192, 401 15 −181, −442, −495, −522, 19
4 120, 480, 85, 184, 363 16 88, −406, −415, 175, 415
5 117, 474, 83, 182, 350 17 253, −240, 491, 544, −8.9 × 10−4

6 124, 400, 87, 187, 376 18 263, 598, 51, 598, 598
7 95, 496, 61, 180, 369 19 43, 600, 32, 600, 600
8 −513, 252, 537, −268, 45 20 71, 600, 57, 600, 600
9 −275, −393, −415, 29, −275 21 237, 600, −29, 531, 600
10 −107, −175, −435, −489, −517 22 230, 600, −35, 500, 600
11 −106, −172, −427, −481, −509 23 206, 600, −58, 376, 600
12 −105, −171, −425, −478, −507 24 182, 599, −80, 253, 600

The minimum and maximum voltages and maximum currents for the 69- and 123-
bus systems are shown in Figures 9–12, respectively. It can be seen that, although the
penetration of DGs is very high and the uncertainty of load and power generation of DGs is
large, the currents and voltages are still within the rated range, even for the worst scenario
using the proposed method.
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5. Conclusions

In this paper, considering SVR, SCR, SVC, and ESS, a two-stage multi-period SOCP
robust optimization model with partial DGs providing ancillary services is developed.
The active power losses of ESS are included in the objective function and its reactive
power is utilized. Then, a method that direct iteratively solves the first- and second-stage
model without increasing any variables and constraints in the master problem is presented.
Moreover, it is only needed to solve each single period model of the second-stage problem.
As a result, with much less storage capacity, the computational rate of the proposed method
is greatly enhanced. Specifically, the simulation results of the IEEE 123-bus system indicate
that the computing rate of the proposed method is about 12–22 times higher than the
CCG method.
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If the conic relaxation is not exact, a sequential SOCP is formulated in which the
concave terms are approximated by linear functions and updated at each iteration with a
linear inequality of each line. As an outcome, the computing rate is greatly enhanced and
the global optimal solution can be recovered.
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