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Abstract: This research presents the energy, exergy, economic, and environmental assessment, and
multi-objective optimization of a flash-binary geothermal CCHP cycle. A sensitivity analysis of
production well inlet temperature and cooling to power flow ratio on exergetic, economic, and
environmental parameters was conducted. Furthermore, the effects of the inflation rate and plant
working hours on economic parameters were investigated. Results showed that increasing the
production well inlet temperature harms exergy efficiency and exergetic performance criteria and
results in a gain in exergo-environmental impact index and heating capacity. In addition, the total
plant cost increased by raising the production well temperature. Furthermore, increasing the cooling
to power flow ratio caused a reduction in exergy efficiency, exergetic performance criteria, and
produced net power and an enhancement in exergy destruction, cooling capacity, and total plant
cost. The exergy efficiency and total cost rate in the base case were 58% and 0.1764, respectively.
Optimization results showed that at the selected optimum point, exergy efficiency was 4.5% higher,
and the total cost rate was 10.3% lower than the base case. Levelized cost of energy and the pay-back
period at the optimum point was obtained as 6.22 c$/kWh, 3.43 years, which were 5.14% and 6.7%
lower than the base case.

Keywords: exergy; exergoeconomic; CCHP; geothermal; ORC

1. Introduction

Energy and electricity demand in recent years is increasing, so researchers and indus-
tries are focusing on systems with higher productivity. Combined cooling heating and
power (CCHP) is one of the most exciting solutions for researchers. Additionally, using
renewable energies as a heat source has gained the attention of researchers. Geothermal
energy is one of the most favorable renewable energies including unique features such as
dependability and sustainability with a temperature range varying from 50 to 350 ◦C [1,2].

Ebrahimi et al. [3] analyzed a CCHP system according to energy and exergy concepts.
They conducted some parametric evaluations such as inlet pressure and temperature of the
turbine effects on system productivity. Their results showed that the most considerable
exergy destruction in summer and winter is related to the vapor generator. Tempesti
and Ahmadi et al. [4] analyzed a multi-generation ORC to generate power, cooling, and
hydrogen from energy, exergy, and environmental aspects. They undertook multi-objective
optimization to find the most favorable design parameters and minimized the system’s
total cost rate and maximized the efficiency of exergy. Al-Ali and Dincer [5] carried out
an energy and exergy analysis of a multigenerational integrated geothermal and solar
system to produce electricity, cooling, heating, and hot water. Their results presented
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the efficiency of the multi-generation exergy as 36.6% and the single generation as 26.2%.
Ehyaei et al. [6] carried out an exergy, economic, and environmental assessment of a
CHP internal combustion engine. Their results showed that an enormous amount of
molar air to fuel ratio led to fewer electricity values and external costs. Additionally, the
environmental impact depends on the system location and engine operation time. Chaiyat
and Kiatsiriroat [7] investigated the feasibility of increasing ORC efficiency by the CCHP
system from an absorption system according to the energy, economic, and environmental
aspects. Their results illustrated that the ORC cycle with the absorption system had more
efficiency than the ORC.

Darvish et al. [8] investigated the best working fluid for a regenerative ORC with
low-temperature resources. Their results showed that the most considerable portion of
exergy destruction is relevant to the boiler and expander. Imran et al. [9] studied three
different geothermal ORC cycles (basic, recuperated, and regenerative ORC) from the
energy and exergy points of view. They compared these cycles at optimum operating
conditions by minimizing the specific investment cost and maximizing the efficiency. Zhao
and Wang [10] performed an exergoeconomic assessment of a flash-binary geothermal
cycle using ORC. A parametric study of flash pressure, ORC turbine inlet pressure, and
temperature was conducted. Haghighi et al. [11] performed a comprehensive study of pre-
vious research done on ORC cycles with different operating conditions and configurations.
They found that according to the geothermal-based ORC cycle features, the final efficiency
and cost differed extensively. Anvari et al. [12] carried out a thermo-economic evaluation
of a combined system. Additionally, they considered the effect of adding a regenerative
ORC to the gas turbine and heat recovery steam generator. Aali et al. [13] conducted
exergoeconomic analysis and single optimization of a single flash geothermal cycle. They
assessed the effect of wellhead temperature and pressure differences of existing wells in
the Sabalan area in Iran. Ahmadi Boyaghchi and Chavoshi [14] carried out energy, exergy,
exergoeconomic, and environmental assessment of a solar-geothermal driven CCHP. They
optimized this system for four different working fluids by the Non-dominated Sorting
Genetic Algorithm II (NSGA-II) to reach optimum solutions. They compared the effect of
these fluids on system performance. Shamoushaki et al. [15] carried out energy, exergy,
exergoeconomic, and environmental assessments of a solid oxide fuel cell and gas turbine
(SOFC-GT) system. They undertook multi-objective optimization of the considered system
by the NSGA-II algorithm and performed a sensitivity evaluation of fuel cost per unit of
energy effect on the efficiency of exergy and overall cost rate.

Ghaebi et al. [16] proposed a Kalina system and an ejector refrigeration combined
cycle to generate power and cooling. They analyzed the main parameter changes on
net-work, exergy, and thermal efficiencies, and capacity of refrigeration. Bianchi et al. [17]
studied a micro-ORC case study using geothermal energy. Their results showed that the
expander and feed pump efficiencies and the ORC efficiency at the geothermal well’s
arranged working conditions were 53%, 41%, and 4.4%, respectively. Leveni et al. [18]
carried out an energy and exergy analysis of ORC integrated with a LiBr/water absorption
chiller with the geothermal resource of Torre Alfina in the center of Italy. They developed
the thermodynamic model in Engineering Equation Solver (EES) software and conducted
a sensitivity analysis to study the plant operating range and the feasibility of design in
adjusting to the customers’ needs. Khosravi et al. [2] proposed an artificial intelligence
approach to model geothermal ORC power systems. Their presented model predicted
the net generated power, energy, and exergy efficiencies, and levelized cost of energy
(LCOE) of the geothermal ORC system. Ehyaei et al. [19] conducted an exergy and exer-
goeconomic investigation of a combined geothermal cooling and power system. Their
considered system was an ORC as an upper and the absorption chiller as the bottom cycles.
They also carried out an optimization of this system by the particle swarm optimization
(PSO) algorithm. Braimakis et al. [20] conducted an energy and exergy assessment of the
ultra-supercritical biomass-fueled steam cycle. They performed sensitivity analyses for
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widespread ranges of heat demand. Their results illustrated that most exergy destructions
were due to combustion and steam generation.

Wang et al. [21] conducted a thermodynamic and exergy analysis of a power and
cooling generation system based on geothermal flash, organic Rankine, and ejector refriger-
ation cycles. They applied different working fluids to obtain a better system performance.
Their results showed that a system with isopentane (0.3)/R142b (0.7) as a working fluid
had the highest exergy efficiency and lowest exergy destruction. Tian et al. [22] studied a
cogeneration double flash-binary geothermal power cycle to produce cooling and power.
They performed multi-objective optimization of the system that caused a 20.59% increase
in the net electrical power and 68.11% growth in exergy efficiency. Ahmadi et al. [23] inves-
tigated different ORC applications for power production from geothermal resources. They
compared the considered configurations from the ORC economic index to find the most
affordable cycle. Assad et al. [24] carried out an energy and exergy assessment of a single
flash geothermal power cycle at the optimum separator temperature. Results showed that
maximum energy efficiency at the well temperatures of 300, 275, and 250 K was 12.5, 11,
and 9.5%, respectively. Gholizadeh et al. [25] found that flash-binary geothermal cycles
are a promising technology to extend trigeneration systems for the generation of heating,
cooling, and freshwater; however, they have received less attention. Ding et al. [26] pro-
posed a combined flash-binary to generate cooling and power using a zeotropic fluid. They
optimized the system using the NSGA-II algorithm to find the best operational parameters.
Cao et al. [27] evaluated a double-flash-binary geothermal system to generate power and
cooling. A sensitivity assessment of separator and condenser pressures and evaporator
temperature variations on the system performance is done.

In the present research, the energy, exergy, economic, and environmental analysis of
a flash-binary geothermal CCHP cycle is done. This combined system aims to generate
power and heating by flash cycle and produce power and cooling by the ORC section.
Thermodynamic modeling was expanded in MATLAB using Refprop 9.1 [28], and the ther-
modynamic properties of all points were obtained. The discretization method was applied
to calculate a more accurate heat exchanger area value, which directly and significantly
impacts the equipment cost. The optimization was carried out by the NSGA-II algorithm
to reach an optimum solution and find the best design variable values. Two considered
objective functions were total cost rate and exergy efficiency. Most researchers considered
the various working fluids’ impact on the system performance. Others have evaluated
CCHP systems with various configurations and different heat sources (gas turbine, solar-
geothermal, fuel cell, etc.). Reviewing previous studies showed that many researchers have
analyzed flash-binary systems from different aspects. They mainly focused on assessing
the inlet temperature and pressure of the turbine and separator pressure impacts on sys-
tem performance. However, in this study, the authors concentrated on the effects of the
parameters that have not been considered widely in previous research such as cooling to
power ratio, interest rate, plant working hours, and saved values of carbon dioxide and
fuel. In addition, the designed configuration in this study has not been evaluated in other
studies. The novelty and work done in this research are:

• Sensitivity analysis of production well temperature and cooling to power flow ratio
variations impact on the exergetic, economic, and environmental parameters;

• Sensitivity analysis of the interest rate and plant working hours effects on the eco-
nomic parameters;

• Evaluating the change in these parameters on the exergo-environmental impact index
to find the most environmentally friendly system;

• The pay-back period estimation; and
• Calculation of the saved amount of CO2 and fuel consumption of the cycle due to

using geothermal energy as a heat resource.



Energies 2021, 14, 4464 4 of 24

2. Materials and Methods
2.1. System Description

The schematic diagram of the flash-binary geothermal CCHP cycle is illustrated in
Figure 1. The applied working fluid in the ORC cycle was isobutene. The temperature,
pressure, and mass flow rate of the geofluid was 443.2 K, 901.3 kPa, and 100 kg/s, respec-
tively. In this system, the hot water of residential buildings was produced by geothermal
fluid (pure water), and cooling water was produced by the ORC cycle.
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Figure 1. Schematic diagram of the evaluated flash-binary geothermal combined cooling heating and power.

In this system, geothermal fluid (water) with the heat obtained from geothermal
resources (point 1) passes through the expansion valve. After pressure reduction, it goes
into two phases. In the separator, these two-phase separate into two lines. The separator
is adiabatic and reversible, so it operates at the same temperature. After entering into a
flash turbine, the vapor generates power and flows into the heat exchanger to produce hot
water for residential consumption and then goes to the injection well. Saturated liquid
flows into evaporator 1 and gets its heat to the ORC fluid (isobutane), and water goes
to the injection well. The ORC fluid with high enthalpy flows into the ORC turbine and
generates power, then flows into the mixer, and after mixing with fluid coming from the
compressor, it goes into the condenser to cool down by entering the air. Afterward, ORC
fluid is divided into two flows to regulate the cooling to power ratio (α), which in this study
was considered as 0.2. Fluid through line 11 goes to the pump (to recirculate the ORC part
for power generation) and through 14 flows into the expansion valve. After reducing the
pressure by an expansion valve, it enters into an evaporator and absorbs heat from the
water to produce cooled water for the cooling system, then flows into the compressor. The
temperature-entropy (T–s) diagram is shown in Figure 2. In this figure, points 1, 4, and 7
are related to geothermal water.



Energies 2021, 14, 4464 5 of 24Energies 2021, 14, x FOR PEER REVIEW  5  of  26 
 

 

 

Figure 2. T–s diagram for the ORC working fluid. 

2.2. Energy and Exergy Modeling 

Mathematical modeling is done according to the first and second laws of thermody‐

namics. Some assumptions considered in this research are as follows: 

 The system operates under steady‐state conditions [15]. 

 The potential and kinetic energy are considered insignificant [19]. 

 The ambient temperature and pressure are supposed 298.15  K  and 1.013  kPa  [8]. 
 The pump, turbines, and compressors have isentropic efficiencies, that their values 

are brought in Table 1 [19]. 

 The pressure  losses of pipelines and all components are supposed to be negligible 

[29]. 

The mass and energy balance equations are written as follows [30]: 

𝑚 𝑚   (1)

𝑚ℎ 𝑄 𝑚ℎ 𝑊  (2)

Here,  𝑖  and  𝑒  are related to the control volume inlet and outlet. 𝑚,  ℎ,  𝑄, and  𝑊 
are mass flow rate  kg/s , specific enthalpy  kJ/kg , heat transfer, and work, respectively 

kW . Input parameters for the thermodynamic evaluation of this cycle are presented in 

Table 1. The pressure and temperature of the geothermal fluid were selected according to 

Wang et al. [31]. Additionally, the mass and energy balance correlations are presented in 

Table 2. The thermal efficiency can be calculated as [23]: 

𝜂
𝑊

𝑄
  (3)

   

8

16

1514

10

12

1

4
7

9

16s
9s

12s

s (kJ/kg.K)

T
 (

K
)

21.41.10.70.3

440

325

305

300

280

Figure 2. T–s diagram for the ORC working fluid.

2.2. Energy and Exergy Modeling

Mathematical modeling is done according to the first and second laws of thermody-
namics. Some assumptions considered in this research are as follows:

• The system operates under steady-state conditions [15].
• The potential and kinetic energy are considered insignificant [19].
• The ambient temperature and pressure are supposed 298.15 K and 1.013 kPa [8].
• The pump, turbines, and compressors have isentropic efficiencies, that their values

are brought in Table 1 [19].
• The pressure losses of pipelines and all components are supposed to be negligible [29].

The mass and energy balance equations are written as follows [30]:

∑
.

mi = ∑
.

me (1)

∑
( .
mh
)

i +
.

Q = ∑
( .
mh
)

e +
.

W (2)

Table 1. Input parameters in thermodynamic modeling.

Parameter Unit Value Ref

P1 kPa 901.3 [31]
T1 K 443.2 [31]
.

m1 kg/s 100 -
T4 K 333.2 -
T7 K 328.2 -
T23 K 281.2 -
T25 K 323.2 -
ηp % 85 [19]

ηFT % 85 [19]
ηORCT % 85 [19]
ηComp % 75 [32]

x3 - 0 -
x5 - 1 -
P0 kPa 101.3 [8]
T0 K 298.15 [8]
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Here, i and e are related to the control volume inlet and outlet.
.

m, h,
.

Q, and
.

W are
mass flow rate (kg/s), specific enthalpy (kJ/kg), heat transfer, and work, respectively
(kW). Input parameters for the thermodynamic evaluation of this cycle are presented in
Table 1. The pressure and temperature of the geothermal fluid were selected according to
Wang et al. [31]. Additionally, the mass and energy balance correlations are presented in
Table 2. The thermal efficiency can be calculated as [23]:

ηth =

.
Wnet

.
Qin

(3)

Table 2. Equations of mass and energy balances [33].

No Component Mass Balance Energy Balance

1 EV 1
.

m1 =
.

m2 -
2 Sep

.
m2 =

.
m3 +

.
m5 -

3 Eva 1
.

m3 =
.

m4.
m12 =

.
m8

.
QEva1 =

.
m3(h3 − h4) =

.
m12(h8 − h12)

4 FT
.

m5 =
.

m6
.

WFT =
.

m5(h5 − h6)ηFT

5 HX
.

m6 =
.

m7.
m24 =

.
m25

.
QHX =

.
m6(h6 − h7) =

.
m24(h25 − h24)

6 ORCT
.

m8 =
.

m9
.

WFT =
.

m8(h8 − h9)ηORCT

7 Cond
.

m10 =
.

m17.
m20 =

.
m21

.
QCond =

.
m10(h17 − h10) =

.
m20(h21 − h20)

8 Pump
.

m11 =
.

m12
.

Wp =
( .
m11(h11 − h12)/ηp

)
9 EV 2

.
m13 =

.
m14 -

10 Eva 2
.

m22 =
.

m23.
m14 =

.
m15

.
QEva1 =

.
m14(h15 − h14) =

.
m22(h22 − h23)

11 Comp
.

m15 =
.

m16
.

WComp =
( .

m15(h15 − h16)/ηComp

)
12 Mixer

.
m17 =

.
m9 +

.
m16

.
m17h17 =

.
m9h9 +

.
m16h16

Exergy is the highest theoretical work that can be achieved from an energy system.
The exergy balance of each piece of equipment is [34,35]:

∑
( .
m.ex

)
i +

.
ExQ = ∑

( .
m.ex

)
e +

.
ExW +

.
ExD (4)

.
ExQ =

(
1 − T0

T

)
.

Qk (5)

where ex is the specific exergy of each stream (kJ/kg), and
.
ExQ,

.
ExW , and

.
ExD are the

exergy of heat transfer, work, and exergy destruction of each component (kW), respectively.
Exergy is divided into four different sections: kinetic, potential, physical, and chemical,
and in this study, the chemical, kinetic, and potential were considered insignificant. The
physical exergy of each stream is [34,36]:

exph,k = (h − h0)k − T0(s − s0)k (6)

In the above equation, 0 refers to the reference condition, which is the same as the
ambient condition. s is the specific entropy (kJ/kg.K) and subscript k refers to the kth
component. The exergy destruction equations for the whole equipment are presented in
Table 3. Exergy analysis of a system, one of the most significant variables, is the exergy
destruction ratio, which defines the exergy destruction of each piece of equipment divided
into total exergy destruction [12].

yD,k =

.
ExDk
.
ExDTot

(7)
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Table 3. The exergy destruction rate equation of all components.

No Component Exergy Destruction

1 EV 1
.
ExD,EV1 =

.
Ex1 −

.
Ex2

2 Sep
.
ExD,Sep =

.
Ex2 −

.
Ex3 −

.
Ex5

3 Eva 1
.
ExD,Eva1 =

.
Ex3 +

.
Ex12 −

.
Ex4 −

.
Ex8

4 FT
.
ExD,FT =

.
Ex5 −

.
Ex6 −

.
WFT

5 HX
.
ExD,HX =

.
Ex6 +

.
Ex24 −

.
Ex7 −

.
Ex25

6 ORCT
.
ExD,FT =

.
Ex8 −

.
Ex9 −

.
WORCT

7 Cond
.
ExD,Cond =

.
Ex17 +

.
Ex20 −

.
Ex10 −

.
Ex21

8 Pump
.
ExD,p =

.
Ex1 −

.
Ex2 +

.
Wp

9 EV 2
.
ExD,EV2 =

.
Ex13 −

.
Ex14

10 Eva 2
.
ExD,Eva1 =

.
Ex14 +

.
Ex22 −

.
Ex15 −

.
Ex23

11 Comp
.
ExD,Comp =

.
Ex15 −

.
Ex16 +

.
WComp

12 Mixer
.
ExD,Mixer =

.
Ex9 +

.
Ex16 −

.
Ex17

Additionally, the exergetic efficiency of each piece of equipment can be obtained as:

ηex,k =

.
ExP,k
.
ExF,k

(8)

Here,
.
ExP,k and

.
ExF,k are the exergy flow rate of product and fuel, respectively. More-

over, the coefficient of performance (COP) of the refrigeration part can be obtained as
follows [19]:

COP =

.
QEva
.

WComp
(9)

Exergetic performance criteria (EPC) is useful for technical decisions and can be
written as [37]:

EPC =

.
Wnet

.
ExD,Tot

(10)

The efficiency of exergy of the whole cycle is [38]:

ηex =

.
Wnet
.
Exin

(11)

2.3. Exergo-Economic Modeling

Exergoeconomic is a powerful and influential knowledge driven by a combination
of economic and exergy concepts. It helps researchers reach a better understanding of
systems from energy and economic points of view. It makes possible the economic design
of energy systems that are not obtainable by standard economic modeling [34]. In the
present study, the specific exergy costing (SPECO) method was applied to this system’s
exergoeconomic evaluation [39]. To the exergoeconomic modeling of this system, cost
balance and auxiliary equations are considered, as presented in Table 4. Equation of cost
balance for whole equipment is as follows [34,40]:

.
Cq,k + ∑

.
Ci,k +

.
Zk =

.
Cw,k + ∑

.
Ce,k (12)
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where
.
Cq,k is the unit cost rate of heat transfer ($/s);

.
Cw,k is the unit cost rate of work

($/s), and
.
Zk is the capital cost rate.

.
Ci,k and

.
Ce,k are the inlet and outlet cost unit ($/s),

respectively. Unit cost rate can be written as [34,40]:

.
Ck = ck

.
Exk (13)

where ck and
.
Exk are cost per unit of energy ($/kJ) and exergy rate of the kth stream of the

cycle (kW), respectively. The total cost rate of the cycle is the sum of capital investments
(CI) and operating and maintenance (O&M) cost, then [34,41]:

.
Zk =

.
Z

CI
k +

.
Z

OM
k =

Zk × CRF × ϕ

N × 3600
(14)

Table 4. Cost balance and auxiliary equations.

Component Cost Balance Equation Auxiliary Equation

EV 1
.
C1 +

.
ZEV1 =

.
C2 -

Sep
.
C2 +

.
ZSep =

.
C3 +

.
C5 c3 = c5

Eva 1
.
C3 +

.
C12 +

.
ZEva1 =

.
C4 +

.
C8 c3 = c4

FT
.
C5 +

.
ZFT =

.
C26 +

.
CW,FT c5 = c6

HX
.
C6 +

.
C24 +

.
ZHX =

.
C7 +

.
C25 c6 = c7, c24 = 0

ORCT
.
C8 +

.
ZORCT =

.
C9 +

.
CW,ORCT c8 = c9 , cW,ORCT = cW,FT

Cond
.
C17 +

.
C20 +

.
ZCond =

.
C10 +

.
C21 c20 = 0, c17 = c10, c11 = c10

Pump
.
C11 +

.
CW,p +

.
Zp =

.
C12 cW,p = cW,ORCT

EV 2
.
C14 +

.
C22 +

.
ZEva2 =

.
C15 +

.
C23 c14 = c15, c22 = 0

Eva 2
.
C13 +

.
ZEV2 =

.
C14 -

Comp
.
C15 +

.
CW,Comp +

.
ZComp =

.
C16 cW,Comp = cW,p

Mixer
.
C9 +

.
C16 +

.
ZMix =

.
C17 c11 = c13

In this equation, Zk, ϕ, and N are the investment cost of the kth component ($), main-
tenance factor, and annual plant working hours (considered as 7446 h [14]), respectively.
The purchasing cost correlations and their constant values are presented in Tables 5 and 6,
respectively. Capital recovery factor (CRF) can be expressed as [34,42]:

CRF =
i(1 + i)n

(1 + i)n − 1
(15)

Here, i is the rate of interest which is considered 10% [43], and n is the useful life
of the cycle that is supposed to be 30 years in the current study. In the exergoeconomic
evaluation, by introducing each component product and fuel, the product and fuel cost of
components can be calculated. Moreover, the cost rate related to exergy destruction can be
obtained by multiplying specific fuel costs and exergy destruction of each equipment [34].

.
CP,k = cP,k

.
ExP,k (16)

.
CF,k = cF,k

.
ExF,k (17)

.
CD,k = cF,k

.
ExD,k (18)

where in these equations, cP,k and cF,k are the specific cost of product and fuel ($/kJ),
respectively.

.
CD,k is the exergy destruction cost rate of the kth component ($/s). The
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purchased equipment costs are shown in Table 5. Furthermore, the exergoeconomic factor
and relative cost difference can be calculated as follows [34,44]:

fk =

.
Zk

.
Zk +

.
CD,k

(19)

rk =
cP,k − cF,k

cF,k
(20)

Table 5. The purchased equipment cost of all components.

Component Cost Correlation Ref

Pump Zp = 1120 ×
( .

Wp

)0.8 [45]

Compressor log C0 =

[
K1,Comp + K2,Comp

(
log

.
W
)
+ K3,Comp

(
log

.
W
)2
]

ZComp = C0 × FBM,Comp

[46]

Turbines log C0,t =

[
K1,t + K2,t

(
log

.
Wt1

)
+ K3,t

(
log

.
Wt1

)2
]

Zt1 = C0,t × FM,t

[46]

Heat exchangers
log C0,HX = [K1,HX + K2,HX(log AHX) + K3,HX(log AHX)

2]

log FP,HX = [C1,HX + C2,HX(log PHX) + C3,HX(log PHX)
2]

ZHX = C0,HX × [B1,HX + (B2,HX × FM,HX × FP,HX)]

[46]

Expansion valves ZEV = 114.5 × .
m [47]

Separator ZSep = 280.3 ×
( .
m
)0.67 [48]

Mixer 0 [49]

Table 6. Constant values of cost correlation in Table 5 [46].

Parameter Value Parameter Value Parameter Value Parameter Value

K1,t 2.6259 K3,Comp −0.1027 C2,HX −0.00627 B1,HX 1.63
K2,t 1.4398 K1,HX 4.1884 C3,HX 0.0123 B2,HX 1.66
K3,t −0.1776 K2,HX −0.2503 C1,Cond 0 B1,Cond 0.96

K1,Cond 4.0336 K3,HX 0.1974 C2,Cond 0 B2,Cond 1.21
K2,Cond 0.2341 K1,Eva 4.642 C3,Cond 0 FBM,t 6.1
K3,Cond 0.0497 K2,Eva 0.3698 C1,Eva 0.1578 FBM,Comp 2.8
K1,Comp 2.2897 K3,Eva 0.0025 C2,Eva −0.2992 FM,Eva 2
K2,Comp 1.3604 C1,HX −0.00164 C3,Eva 0.1413 FM,Cond 1

The CEPCI (Chemical Engineering Plant Cost Index) is applied to compensate for the
inflation rate. This index is updated to the year 2018 [50,51].

PECk = Zk ×
(

CEPCI2018

CEPCI2001

)
(21)

2.4. Heat Exchangers Area Calculation

The discretization method is applied to calculate the heat transfer coefficient (U) and
area (A) by partitioning the heat exchanger area into minor parts. It is essential because
the area of heat exchangers has direct impacts on their purchase cost. The below equation
can be used for each section: .

Qj = Uj Aj∆TLMTD j (22)

where

∆TLMTD =
(Thot,out − Tcold,in)− (Thot,in − Tcold,out)

ln((Thot,out − Tcold,in)/(Thot,in − Tcold,out))
(23)

To calculate the convective heat transfer coefficient, it can be written as:

α =
Nuλ

d
(24)
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In this equation, Nu is the Nusselt number and λ is the thermal conductivity (W/mK).
The Nusselt number can be calculated by the Dittus Boelter correlation as follows [52]:

Nu = 0.023 × Prn × Re0.8 (25)

In the above equation, Pr is the Prandtl number, and Re is the Reynolds number.
Furthermore, n for the cooling and heating process are 0.3 and 0.4, respectively [52]. For
the calculation of the condenser area, the below equation is used to obtain the Nusselt
number [53]: 

Nu = 1.47Re−1/3 Re ≤ 30
Nu = Re

1.08Re1.22−5.2 30 ≤ Re ≤ 1800
Nu = Re

8750+58Pr−0.5(Re0.75−253) Re ≥ 1800, Pr ≥ 1
(26)

Additionally, to calculate the evaporator area, the below correlation is applied [54]:

Nu(j)b = 0.0183Re(j)0.82
b Pr(j)0.5

(
ρwa(j)
ρb(j)

)0.3( cp(j)
cpb(j)

)n

(27)

n =


0.4, i f Tb < Twa < Tpc and Tpc < Tb < Twa

0.4 + 0.2(Twa
Tpc

− 1), if Tb < Tpc < Twa

0.4 + 0.2
(

Twa
Tpc

− 1
)[

1 − 5
(

Tb
Tpc

− 1
)]

, if Tpc < Tb < 1.2Tpc

In the above equations, b, wa, and pc refer to the bulk, wall, and pseudo-critical,
respectively. Finally, after calculating the area of each divided section, the overall heat
exchanger area can be obtained:

ATot = ∑ Aj (28)

Specific investment cost (SIC) is an economic indicator that presents the total capital
to net power ratio of the system and can be defined as follows [55]:

SIC = Fs ×
CTCI

.
Wnet

(29)

Here, Fs is the correction factor of overhead expenses [55]. The equations of the cost
calculation of power plants are presented in Table 7 [55].

Table 7. The total capital investment and production cost [55].

Cost Item Correlation

Total direct permanent investment CDPI = TCB + Csite + Cserv + Calloc
Total depreciable capital CTDC = CDPI + Ccont

Cost of contingencies and contractor’s fee Ccont = 0.18CDPI
Total permanent investment CTPI = CTDC + Cland + Croyal + Cstartup

Total capital investment CTCI = CTPI + CWC
Cost of wages and benefits CWB = 0.035CTDC

Cost of salaries and benefits CSB = 0.035CWB
Cost of materials and services CMS = CWB
Cost of maintenance overhead CMO = 0.05CWB

Direct manufacturing costs CDMC = CWB + CSB + CMS + CMO
Cost of property taxes and liability insurance CPI = 0.02CTDC

Fixed manufacturing costs CFIX = CPI
Total annual cost of manufacture CCOM = CDMC + CFIX

General expenses CGE = 0
Total production cost CTPC = CCOM + CGE
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The geothermal well drilling cost is calculated as follows [19]:

Well drilling cost = 16.5 × z1.607 (30)

LCOE (levelized cost of energy) is an important economic indicator. Low-cost electric-
ity generation can lead to the investors’ lucrativeness in a specific period; this is a proper
explanation of a relatively low LCOE value [56]. This can be calculated as [55]:

LCOE =

CTCI + ∑n
t=1

(
CTPC
(1+i)t

)
∑n

t=1

(
Et

(1+i)t

) (31)

where Et is the generated electrical power in year t (kWh). The pay-back period (PBP) is
the required time for an energy system to return its investment. It could give investors a
better understanding of the risk of their investment. Pay-back time can be written as [55]:

PBP =
CTDC

Cash f low
(32)

The pay-back period is calculated according to corporate tax rates and mean electricity
prices for Iran’s industry. The mathematical modeling flowchart of the system is illustrated
in Figure 3.Energies 2021, 14, x FOR PEER REVIEW  12  of  26 
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3. Exergo-Environmental Analysis

This cycle is compared with conventional fossil fuel power plants, which consume
fuels and cause greenhouse gas emissions. As a geothermal power plant does not need
fuel to generate electricity and gets its required energy from the geothermal fluid, these
advantages, compared with conventional fossil fuel power plants, could be explained by a
reduction in fuel consumption and carbon dioxide emissions in a year as follows [57]:

MCO2 = αCO2 × N ×
( .

Wnet

1000

)
(33)

MPetro = αPetro × N ×
( .

Wnet

1000

)
(34)

In the above equation, αPetro is the average needed petroleum for generating 1 kWh of
electricity, which is considered as 0.266 L/kWh [10], and αCO2 is the amount of released car-
bon dioxide from fossil fuels for producing 1 kWh, which is considered 0.849 kg/kWh [10].
These reductions are related to the power plants’ user phase and do not include the con-
struction part as geothermal construction has some environmental impacts [58]. The exergo-
environmental indicator presents the systems’ evaluation from exergy and environmental
aspects and environmental impacts of the irreversibilities. The exergo-environmental
impact factor can be calculated as [59,60]:

fei =

.
ExD,Tot

.
Exin

(35)

The exergo-environmental impact index is an indicator that represents how much a
system is environmentally damaging. It can be obtained from [59,60]:

θei =
100 × fei

ηex
(36)

4. Multi-Objective Optimization

The multi-objective optimization was done by the NSGA-II algorithm in MATLAB to
obtain the optimum solution. Two objective functions were considered in the optimization
process: total cost rate and cycle exergy efficiency. Optimization aims to minimize the cost
and maximize efficiency. The selected design variables and their constraints are shown in
Table 8. The main parameters of the optimization process are presented in Table 9. The first
objective function is exergy efficiency (Equation (11)) and another function is the sum of
the capital and exergy destruction cost rate of the components, which is as follows:

.
CTot =

.
Zk +

.
CD,k (37)

Table 8. Design variables and their constraints.

Variable Lower Bound Upper Bound

T1 (K) 428 448
P2 (kPa) 400 600
T8 (K) 395 410

ηFT (%) 0.7 0.9
ηORCT (%) 0.7 0.9

ηp (%) 0.7 0.9
ηComp (%) 0.65 0.85

T23 (K) 281 288
T25 (K) 318 328
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Table 9. Parameters of the optimization process.

Parameter Value

Selection function Tournament
Maximum generation size 200

Population 100
Mutation 0.7
Crossover 0.3

5. Results and Discussion
5.1. Solution Procedure and Model Validation

Energy, exergy, economic, and environmental evaluation of a flash-binary geothermal
CCHP power plant was carried out in the present research. A sensitivity evaluation of the
input temperature of the production well and cooling to power flow ratio on the cycle’s
exergetic and economic performance was done. Furthermore, the effects of interest rate and
plant working hours on economic parameters were evaluated. The thermodynamic and
exergoeconomic modeling was expanded in MATLAB using Refprop 9.1. Multi-objective
optimization was carried out by the NSGA-II algorithm to find the best solution and value.
The code was compared with a flash-binary cycle investigated by Wang et al. [31] and
Kolahi et al. [61] to validate the modeling. The results showed that the present calculation
had good compatibility with their results, which are shown in Table 10. The errors were
mostly because of the database using thermodynamic properties in Refprop.

Table 10. Comparison of our results with Wang et al. [31] and Kolahi et al. [61].

Parameter Wang et al. Our
Result Error Kolahi et al. Our

Result Error

T3 (◦C) 151.83 151.82 0.006% 155.5 156.1 0.38%
T9 (◦C) 64.52 64.02 0.77% 58.2 58.9 1.2%
T13 (◦C) 87.83 86.9 1.05% - - -

h9(kJ/kg) 490.34 488.1 0.46% 619.03 621.4 0.38%
h17(kJ/kg) 1757.79 1734.9 1.28% - - -

.
Wnet(kW) 4186.48 4169.3 0.41% 5724 5786 1.08%

ηex (%) 30.49 30.07 1.37% 59.51 59.82 0.52%

5.2. Optimization Results

The obtained Pareto frontier curve is illustrated in Figure 4. As can be seen, five
different points were selected on this graph. Each Pareto point could be an optimum
solution for selecting the final optimum point related to decision-maker opinion in a multi-
objective optimization solution. Among these points, points B, C, D, and E had higher
efficiency and points A, B, and C had lower cost rate values than the base case. Point C
was selected as the optimum point for this optimization solution, which had a 4.5% higher
efficiency and 10.3% lower cost rate than the base case. The values of the objective functions
and design variables for all selected points are presented in Table 11.
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Table 11. The values of the objective functions and design variables at selected points of the
Pareto curve.

Parameter A B C D E

ηex (%) 55.93 58.93 60.63 61.2 62.14
.
CTot ($/s) 0.1072 0.1282 0.1599 0.2364 0.2769

T1 (K) 445.8 444.3 439.5 433.3 430.6
P2 (kPa) 423.6 431.9 437.7 451.7 448.6
T8 (K) 406.5 405.2 405.2 404.6 406.1

ηFT (%) 88.4 87.4 88.8 88.8 86.9
ηORCT (%) 79.4 86.5 88.3 88.8 89.7

ηp (%) 79.3 74.9 78.6 82.3 86.5
ηComp (%) 71.5 72.2 71.9 78.2 72.8

T23 (K) 286.2 284.4 285.9 284.4 285.9
T25 (K) 324.4 324.3 324.3 323.7 324.4

5.3. Results of the Analyses

The thermodynamic properties of the evaluated power plant are shown in Table 12
and the main calculated parameters in both the base and optimum cases are presented
in Table 13. The exergoeconomic variables of the cycle are shown in Table 14. Figure 5a
illustrates the exergy efficiency and destruction changes against the production well inlet
temperature. Regarding the results, increasing the production temperature well raises
the exergy efficiency slightly at first, then decreases, and the decreasing trend has more
slope at higher temperatures as irreversibilities increase. Exergy destruction had slight
changes with a slight reduction at first up to 430 K, then increased. Raising the production
well temperature increases the heat input into the system, which is more dominant at
lower temperatures. However, more temperature enhancement causes a growth in the
irreversibilities of the system.

The variations of EPC and exergo-environmental impact are presented in Figure
5b. Regarding this figure, raising the inlet temperature of the cycle causes a decrease in
exergetic performance and an increase in the exergo-environmental index. A decline in
EPC was due to the diminished net produced work and growth in the exergy destruction
with the inlet temperature of the production well rising. Temperature increase from 428 to
448 K caused a decrease in EPC, diminishing from 1.99 to 1.91. This trend for the exergo-
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environmental index is converse; it increased from 0.502 to 0.524 in this temperature range.
Increase in the exergo-environmental index is mainly due to decreased exergy efficiency,
which means an increase in the destruction.

Table 12. The thermodynamic properties of the cycle.

Point T (K) P (kPa) h (kJ/kg) s (kJ/kgK) ex (kJ/kg)

1 443.2 900 719.36 2.042 115.09
2 424.9 500 719.36 2.046 113.63
3 424.9 500 640.08 1.860 89.97
4 333.2 19.9 251.38 0.831 7.91
5 424.9 500 2748.10 6.820 719.09
6 333.2 19.9 2322.02 7.046 225.72
7 328.2 15.8 230.46 0.768 5.84
8 409.9 3512.3 525.94 1.465 138.88
9 310.6 354.4 452.27 1.508 52.59

11 303.2 354.4 85.77 0.300 46.33
12 305.2 3512.3 92.53 0.304 51.76
14 303.2 354.4 85.77 0.300 46.33
15 280.1 169.9 85.77 0.308 43.74
16 280.1 169.9 409.57 1.464 22.94
17 308.6 354.4 448.59 1.496 52.45
18 310.1 354.4 451.33 1.505 52.55
19 303.2 354.4 85.77 0.300 46.33
20 298.2 101.3 298.49 6.860 0
21 308.2 101.3 308.56 6.893 0.16
22 298.15 101.3 104.92 0.367 0
23 281.15 101.3 33.72 0.121 2.11
24 298.15 101.3 105.13 0.367 0
25 323.2 101.3 209.62 0.704 4.16

Table 13. The main calculated parameters of the cycle.

Parameter Base Case Optimum Parameter Base Case Optimum

ηth (%) 11.02 11.41 LCOE (c$/kWh) 6.54 6.22
ηex (%) 58.01 60.63

.
QEva1 (kW) 37,407.7 35,274

.
Wnet(kW) 6222.4 6183

.
QEva2 (kW) 9583.6 8920.4

.
CTot($/s) 0.1764 0.1599

.
QHX (kW) 7865.7 8295.4

COP 8.3 7.95
.

QCond (kW) 42,371.3 39,709

Table 14. The exergo-economic parameters of the system.

Component
.
Zk (US$/s)

.
CD,k

(US$/s)

.
Zk+

.
CD,k

(US$/s)
PEC

(US$/s) ηex,k (%) fk (%)

EV 1 0.000127 0.000356 0.000483 17,513.3 98.7 26.3
Sep 0.000068 0 0.000068 9379.6 100 100

Eva 1 0.015355 0.000937 0.016293 2,118,496.7 95.2 94.2
FT 0.017627 0.000627 0.018255 2,432,022.3 86.4 96.6
HX 0.001220 0.002050 0.003271 168,370.5 37.9 37.3

ORCT 0.017628 0.010326 0.027954 2,432,022.3 85.4 63.1
Cond 0.004943 0.065226 0.070169 681,972.3 62.5 7.0
Pump 0.002026 0.001582 0.003608 279,539.6 80.4 56.2
EV 2 0.000038 0.001310 0.001348 5183.6 94.4 2.8
Eva 2 0.009244 0.012175 0.021419 1,275,396.8 46.2 43.1
Comp 0.009654 0.003905 0.013559 1,331,975.1 75.6 71.2
Mixer 0 0 0 0 100 0
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Figure 5. (a) The exergy efficiency and destruction variations with the inlet temperature of the production well. (b)
The exergetic performance criteria and exergo-environmental impact index variations with the inlet temperature of the
production well.

Figure 6a depicts the total plant cost and SIC variations against the inlet temperature
of the production well. It is clear that increasing the inlet temperature of the production
well led to a rise in total plant cost, mainly related to an increase in purchasing cost of
some components. Additionally, raising the inlet temperature of the production well
increased the SIC first (from 3.94 at 428 K to 4.28 at 436 K), and after reaching its maximum
value at 436 K, it decreased to 4.08 $/W at 448 K. At lower temperatures, the total cost
increased as the temperature increased. This is the main factor in SIC growth; however, at
higher temperatures, the produced power cost changes with more than lower temperatures,
leading to a decrease in SIC. The production and produced electricity cost rate variations
with the inlet temperature of production well increase is shown in Figure 6b. According to
the obtained results, enhancing the cycle inlet temperature decreases the heat capacity of
evaporator 2, which means a reduction in the cycle’s cooling capacity. Furthermore, this
temperature growth leads to the heat capacity enhancement of the heat exchanger and hot
water production. Temperature growth directly impacts the heat exchanger capacity as it
increases the system’s input energy.

Figure 7a displays the exergy efficiency and destruction of the cycle changes vs.
cooling to power flow ratio. According to this figure, increasing this ratio causes a decline
in cycle exergy efficiency and an enhancement in exergy destruction. It can be found from
the results that increasing the cooling to power rate has a significant negative impact on
the exergetic performance of the system, so that by raising α from 0.1 to 0.9, the exergy
efficiency lessens from 64% to 20%, and exergy destruction grows from 2900 to 5600 kW.
This negative effect is related to reducing net produced power with increasing α that
reduces the system’s efficiency and productivity. As the cooling to power flow ratio
values change, the mass flow rate of division and its changes are constantly increasing,
then the exergy efficiency and destructive behavior are linear. The effect of the cooling
to power flow ratio on EPC and the exergo-environmental impact index is illustrated in
Figure 7b. Exergetic performance declines with a gain in the cooling to power flow ratio,
which is due to an increase in destruction. Moreover, as the destruction increases, the
exergo-environmental impact index increases, which negatively affects the environment.
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Figure 6. (a) The total plant cost and specific investment cost variations with the inlet temperature of production well. (b)
Production and produced electricity cost rate variations against the production well inlet temperature.
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Figure 7. (a) Exergy efficiency and destruction variations against cooling to power flow ratio. (b) The exergetic performance
criteria and exergo-environmental impact index variations with cooling to power flow ratio.

Figure 8a presents the total plant cost and SIC variations vs. cooling to power flow
ratio. It is straightforward that both total plant cost and specific investment cost increase
with the rising cooling to power flow ratio. Increasing the cooling to power flow ratio
causes growth in the compressor capacity, and consequently more expensive equipment.
SIC growth is mainly related to a rise in plant cost and reduction in net produced power.
Figure 8b shows the evaporator 2 heat and net produced power of the cycle changes vs.
cooling to power flow ratio. Evaporator 2 heat capacity increases, and net power reduces
with cooling to power flow ratio enhancement. Increasing evaporator 2 heat is due to a
rise in the evaporator mass flow rate with rising α. However, as increasing the cooling side
mass flow rate increases the required compressor work, then the network declines. The
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variations in exergy destruction cost rate and LCOE against interest rate percentage are
shown in Figure 9a. It can be seen that the growth in the rate of interest harms both the
exergy destruction cost rate and LCOE, so that increasing the interest rate from 10% to 15%
leads to an increase in the exergy destruction cost rate from 0.055 to 0.13 $/s and LCOE
from 4.3 to 8 c$/kWh. Figure 9b depicts the effect of the interest rate change on production
and the total cost rate. Results show that both the production and total cost rate increase
with the growth in interest rate.
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Figure 8. (a) The total plant cost and specific investment cost variations with cooling to power flow ratio. (b) The evaporator
2 and net power variations with cooling to power flow ratio.
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Figure 9. (a) Exergy destruction cost and levelized cost of energy variations against interest rate. (b) Production and total
cost rate variations against interest rate.

Figure 10a illustrates the exergy destruction cost rate and LCOE variations vs. the
working hours of the power plant. It is clear from this graph that enhancement in working
hours results in a decrease in both the exergy destruction cost rate and LCOE. The impact of
the plant’s working hours on the production and total cost rate is presented in Figure 10b.
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It is clear that the production and total cost rate have increased with the rising working
hours of the plant.
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Figure 10. (a) Exergy destruction cost and levelized cost of energy variations against plant working hours. (b) Production
and total cost rate variations against power plant working hours.

The exergy destruction ratio of all components is presented in Figure 11. From this
graph, the highest value of the destruction of exergy is related to the ORC turbine, which
was 34%, and the lowest destruction was related to the separator and mixer. This cycle’s
pay-back time was about 3.66 years, which was reduced to 3.43 years by optimizing the
cycle. The amount of saved CO2 and fuel in this cycle were 39,336 tonnes and 12,324.3 m3

during the lifetime of the power plant, respectively.
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Figure 11. The exergy destruction ratio of all equipment.
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6. Conclusions

In this study, energetic, exergetic, exergo-economic, and exergo-environmental anal-
yses of a flash-binary geothermal multi-generation system were conducted to generate
power, heating, and cooling. According to the first and second laws of thermodynamic and
exergo-economic concepts, the system modeling was extended in MATLAB. Multi-objective
optimization was done by the NSGA-II algorithm to find the best design variables and
objective function values. A sensitivity analysis of the inlet temperature of the production
well and cooling to power flow ratio on exergetic, economic, and environmental parameters
were studied. Furthermore, the effects of interest rate and plant working hours on economic
parameters were evaluated. The brief obtained conclusions of this study are as follows:

• The optimization results showed that at the selected optimum point, exergy efficiency
was 4.5% higher, and the total cost rate was 10.3% lower than the base case.

• Growth in the production well’s inlet temperature decreased the exergy efficiency,
exergetic performance criteria, and cooling capacity. In addition, it harmed the exergo-
environmental index. However, it increased the heating capacity and total plant cost
of the cycle. The specific investment cost rose at first, and after reaching its maximum
value at 436 K, it was reduced.

• Raising the cooling to power flow ratio reduced the exergy efficiency, exergetic perfor-
mance, and net power of the system as the irreversibilities rose. However, it increased
the exergy destruction, total plant cost, exergo-environmental index, cooling capacity,
and specific investment cost.

• Increasing the interest rate caused a rise in exergy destruction, total cost rate, and
LCOE. Evaluation of the increase in the plant working hours showed a reduction in
exergy destruction, production and total cost rate, and LCOE.

• The saved CO2 and petroleum amounts were about 39,336 tonnes and 12,324.3 m3

during the lifetime of the power plant due to use of the geothermal energy as a heat
source instead of fossil fuel-based power plants. These reductions are related to the
user phase of the power plants.

• The most considerable portion of exergy destruction pertained to the ORC turbine;
after that, HX and evaporator 1 had the most destructions.

• The LCOE in the optimization state was 5.14% lower than the base case. Furthermore,
optimization reduced the pay-back period by 6.7% compared with the base case
(Reduced from 3.66 to 3.43 years).
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published version of the manuscript.
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Nomenclature

A Area, (m2)
c Specific exergy cost, ($/kJ)
.
C Cost rate associated with exergy transfer, ($/s)
COP Coefficient of Performance
CHP Combined heat and power
CCHP Combined cooling heating and power
CRF Capital Recovery Factor
ex Specific exergy, (kJ/kg)
.
Ex Exergy rate, (kW)
.
ExD Exergy destruction (kW)
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EPC Exergetic performance criteria
f Exergo-economic factor
h Specific enthalpy, (kJ/kg)
i Rate of interest
LCOE Levelized Cost of Electricity, ($/kWh)
LMTD logarithmic mean temperature difference
.

m Mass flow rate, (kg/s)
N Annual plant operation hours
Nu Nusselt number
ORC Organic Rankine cycle
P Pressure, (kPa)
PBP Pay-back period, (year)
PEC Purchased Equipment Costs ($)
Pr Prandtl number
.

Q Heat transfer rate, (kW)
r Relative cost difference
Re Reynolds number
s Specific entropy, (kJ/kgK)
SIC Specific investment cost
T Temperature, (◦C)
U Heat transfer coefficient, (W/Km2)

.
W Power, (kW)
x Quality
y Exergy destruction ratio
Z Capital cost of components, ($)
.
Z Capital cost rate of components, ($/s)
Greek
Sym-
bols
η Efficiency, (%)
ϕ Maintenance factor
α Convective heat transfer coefficient, (W/Km2)
λ Thermal conductivity (W/mK)
θ Exergo-environmental impact index
Subscripts
b Bulk
Cond Condenser
Comp Compressor
D Destruction
EV Expansion valve
Sep Separator
FT Flash turbine
ORCT ORC turbine
p Pump
Eva Evaporator
HX Heat Exchanger
F Fuel
P Product
pc Pseudo-critical
Ph Physical
Petro Petroleum
q Specific heat rate
w Specific work rate
wa Wall
Tot Total
i inlet
e exit
0 Ambient
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