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Abstract: This paper presents the use of artificial neural networks in diagnosing the technical
condition of drive systems operating under variable conditions. The effects of temperature and load
variations on the values of diagnostic parameters were considered. An experiment was conducted
on a testing rig where a variable load was introduced corresponding to the load of the main gearbox
of the bucket wheel excavator. The signals of vibration acceleration on the gearbox body, rotational
speed, and current consumption of the drive motor for different values of oil temperature were
measured. Synchronous analysis was performed, and the values of order amplitudes and the
corresponding values of current, speed, and temperature were determined. Such datasets were the
learning vectors for a set of artificial deep learning neural networks. A new approach proposed
in this paper is to train the network using a learning set consisting only of data from the efficient
system. The responses of the trained neural networks to new data from the undamaged system were
performed against the response to data recorded for three damage states: misalignment, unbalance,
and simultaneous misalignment and unbalance. As a result, a diagnostic parameter as a normalized
measure of the deviation of the network results was developed for the faulted system from the result
for the undamaged condition.

Keywords: condition monitoring; vibroacoustic diagnostics; gearbox; power transmission systems;
neural networks; deep learning

1. Introduction

Monitoring systems using vibration signals are often used in the industry to diagnose
the technical condition of machinery. Systems based on parameters such as RMS (root mean
square), crest factor, and peak of vibration signal are perfect for machines operating in
constant operating conditions, where one can assume threshold values for these parameters,
whereby exceeding them signals a system fault. However, these parameters are not
sufficient to diagnose machines operating under variable loads caused by varying operating
conditions [1]. Variable loading causes a change in speed, which makes diagnosis difficult
using classical methods based on spectral analysis of the time signal. Synchronous methods
are used in the diagnosis of machines operating at variable speed, which are based on the
synchronization of the signal carrying diagnostic information with the rotational speed of
the tested object [2–5]. However, varying operating conditions such as load or operating
temperature can also affect the amplitude of the diagnostic signal [6–10]. An increase in
amplitude due to a variable load can be misinterpreted by monitoring systems. Therefore,
this impact must be considered in the monitoring process. A previous study [1] investigated
the effect of load and speed on the amplitude values of the characteristic components and
proposed a method for scaling these parameters. It is also possible to find papers on
diagnosing a planetary gearbox operating under variable conditions, which addressed

Energies 2021, 14, 4231. https://doi.org/10.3390/en14144231 https://www.mdpi.com/journal/energies

https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0002-2654-6138
https://doi.org/10.3390/en14144231
https://doi.org/10.3390/en14144231
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/en14144231
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en14144231?type=check_update&version=2


Energies 2021, 14, 4231 2 of 17

the problem of changing parameter values from load [7,11]. The solution to this problem
can be realized using artificial neural networks [12–15]. The authors of [16] presented a
one-dimensional multi-scale domain adaptive network in bearing diagnostics for different
degrees of load. The preliminary preparation of diagnostic signals is important in using
neural networks to diagnose machines working in variable conditions. In [17], higher-order
spectral analysis and multitask learning were used. However, in [18], a method of learning
a convolutional network was proposed using a labeled date and pseudo-labeled date. The
measurement of drive motor current in diagnosing gear damage and bearings [19–21] is
increasingly being used. The presented cases used artificial neural networks as classifiers.
In the learning process, vectors for the undamaged and damage states were used as
inputs of the network. However, in industrial conditions, especially in the heavy industry,
there are no measurement data registered during damage because not all machines are
monitored, and the drive system components are produced in small amounts. Moreover, it
is impossible to predict all types of faults and introduce them into the network learning
process. Accordingly, we propose a solution based on learning neural networks with data
recorded only during fault-free operation, which analyzes the responses of the trained
networks to signals recorded when faults are introduced.

This paper presents the use of artificial neural networks in diagnosing the technical
condition of drive systems operating under variable conditions. The effects of temperature
and load variations on the values of diagnostic parameters were considered. An experiment
was conducted on a testing rig, where a variable load was introduced, corresponding to
the load of the main gearbox of the bucket wheel excavator. The vibration acceleration,
speed, and current signals feeding the drive motor were recorded for different values of oil
temperature. Synchronous analysis was performed, and the values of order amplitudes
and the corresponding values of current, speed, and temperature were determined. Such
datasets were the learning vectors for a set of artificial neural networks.

This article presents a new approach to diagnosing machines working in variable
conditions. Instead of analyzing the order spectrum, an analysis of the amplitudes of
orders as a function of changes in speed, current, and temperature was carried out. A new
approach proposed in this paper is to train the network using a learning set consisting only
of data from the efficient system. In the next step, the behavior of such a trained neural
network on new data from the undamaged system was investigated in comparison with
the response to data recorded during three fault conditions of the drive system. As a result,
a diagnostic parameter as a normalized measure of the deviation of the network results
was developed for the faulted system from the results for the fault-free condition.

2. Materials and Methods
2.1. Testing Facility Description

The testing rig (Figure 1) consisted of a TRAMEC EP 90/1 planetary gearbox driven
by an electric motor controlled by a frequency converter. The load consisted of a second
induction motor connected to the gearbox by a jaw coupling. The load motor was also
controlled by a frequency converter, which allowed setting any load function of the system.

Vibration acceleration on the planetary gear case was measured using a PCB 356B08
triaxial acceleration sensor, the temperature was measured using an LM35 sensor, speed
was measured using a laser tachometer, and electrical current was measured using an
ACS714 sensor. All measurements of the experiment were obtained using a specially
built measuring system based on the PXI platform (PCI Extension for Instrumentation).
The platform comprised the PXI Trigger Bus, which allows measurement synchronization
between individual measuring cards.
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Measurements were made for four drive system conditions, which are shown in Ta-
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Table 1. Designation and measurement time for the different conditions of the drive system. 

Marking Machine Condition Measurement Time 
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F3 Misaligned and unbalanced 30 min 

The misalignment condition (F1) consisted of placing 0.5 mm thick shims under the 
front feet of the drive motor. The unbalance condition (F2) was introduced by placing 
additional mass (13 g) on the output shaft coupling. Condition F3 consisted of the simul-
taneous introduction of misalignment and unbalance. Signals of 30 min duration were 
recorded for each condition. Measurements were carried out when warming up a system 
for a temperature in the range of 35–40 °C. 

The variable load changes from 1.3 Nm to 4.0 Nm were entered into the system. This 
caused a change in the rotational output shaft speed of 730–758 RPM and in the RMS value 
of drive motor current in the range of 2.48–2.51 A. The system was subjected to a variable 
load corresponding to the load occurring on the main gear of the bucket wheel excavator. 
The reference signal was obtained from the KWK 1500 s excavator main gear monitoring 
system, the subject of the patent in [22]. The main gear of the bucket wheel excavator is a 
bevel-planetary gearbox that drives a bucket wheel. The input of the bucket in the ground 

Figure 1. Laboratory bench, (1) drive motor, (2) planetary gearbox, (3) load motor, (S1) acceleration
sensor, (S2) temperature sensor, (S3) tachometer, (5) frequency inverter for the drive motor, and (6)
frequency inverter for the load motor.

2.2. Diagnostic Experiment

Measurements were made for four drive system conditions, which are shown in
Table 1.

Table 1. Designation and measurement time for the different conditions of the drive system.

Marking Machine Condition Measurement Time

F0 Undamaged 30 min

F1 Misaligned 30 min

F2 Unbalanced 30 min

F3 Misaligned and unbalanced 30 min

The misalignment condition (F1) consisted of placing 0.5 mm thick shims under the
front feet of the drive motor. The unbalance condition (F2) was introduced by placing
additional mass (13 g) on the output shaft coupling. Condition F3 consisted of the simul-
taneous introduction of misalignment and unbalance. Signals of 30 min duration were
recorded for each condition. Measurements were carried out when warming up a system
for a temperature in the range of 35–40 ◦C.

The variable load changes from 1.3 Nm to 4.0 Nm were entered into the system. This
caused a change in the rotational output shaft speed of 730–758 RPM and in the RMS value
of drive motor current in the range of 2.48–2.51 A. The system was subjected to a variable
load corresponding to the load occurring on the main gear of the bucket wheel excavator.
The reference signal was obtained from the KWK 1500 s excavator main gear monitoring
system, the subject of the patent in [22]. The main gear of the bucket wheel excavator
is a bevel-planetary gearbox that drives a bucket wheel. The input of the bucket in the
ground causes the system load. With a fixed set voltage value on the drive engine, the load
causes a change in speed and vibration amplitude. Diagnosing the main gear of the wheel
excavator has already been addressed in [7,11,23], which investigated the signals coming
from industrial conditions. However, in industrial conditions, a controlled experiment
with given damage cannot be carried out. Therefore, the experiment was carried out in
laboratory conditions. The variable load-induced velocity change signals recorded under
industrial conditions were scaled up to the capabilities of the laboratory bench.
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2.3. The Method of Determining Diagnostic Parameters

The proposed signal analysis method is based on the order analysis algorithm. The
order spectrum is determined using a method based on resampling the vibration accel-
eration signal against the input shaft speed. Figure 2 shows the schematic of the order
analysis algorithm. In the first phase, the tachometer signal is subjected to an interpolation
procedure using a cascaded integrator–comb filter (CIC). Next, on the basis of filtered
tachometer signal, a vibration signal resampling procedure is performed to determine the
vibration signal against the rotation angle (even angle signal). In the resampling method,
time samples are converted to angle samples. The time samples are samples of the physical
signal that are equally spaced in time. The angle samples are samples that are equally
spaced in the rotation angle. The signal resampled as such can be subjected to a fast
Fourier transform (FFT), the result of which is an order spectrum. An order spectrum
represents amplitude as a function of order rather than as a function of frequency. The
orders correspond to multiples of the rotational frequency of the shaft on which the speed
measurement is performed [24]. In the case under consideration, the rotational speed
measurement is carried out at the output shaft of the gearbox.
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Figure 2. Schematic of the order analysis algorithm [24].

In addition to the averaged order spectrum, the time course of the amplitudes of
the individual orders can be obtained from the order analysis. Information about the
technical condition of the tested object can be obtained by monitoring the amplitudes of the
characteristic orders. However, the change in amplitudes can also be caused by a change
in the load on the system [6,25]. The load can be measured indirectly by measuring the
electrical current consumption of the drive system. However, it is not always possible to
accurately measure electrical current in industrial conditions, especially a measurement
synchronized with a vibration measurement. However, in industrial settings, the driving
motor is often supplied with a constant voltage and frequency, and any variation in speed
is due to a change in load. The relationship between load change and speed recorded on the
testing rig is shown in Figure 3. The rotational speed decreased as a result of the increase
in the system load, while the load increase resulted in a higher power consumption by the
driving motor.

In the test object, the rotational speed was determined by measuring the keyphasor
signal. This measurement was synchronized with the vibration acceleration measurement,
allowing load variations to be included in diagnostic estimates, such as characteristic
component amplitudes. Figure 4 shows the speed waveform of the input shaft of the
diagnosed object during operation under load. Speed changes were caused by changes
in the system load because the frequency and voltage applied to the motor driving the
system were constant. A similar case can be encountered in industrial settings. In the
experiment conducted, rotational speed variation waveforms recorded on the main gear
drive system of a bucket wheel excavator were used. The shape of the rotational speed
variation waveform shown in Figure 4 corresponds to the waveform recorded on the main
gear of a wheeled excavator operating in a brown coal mine.
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Changes in rotational speed associated with varying load resulted in a significant
change in the amplitude of the characteristic orders. The value of the order amplitude
for the loaded and unloaded system changed significantly, hindering the diagnosis based
on this parameter. Figure 5 shows the meshing order amplitude (no. 72) as a function
of rotational speed for the efficient system, which varied under load. For maximum
rotational speed value, a small load was applied to the system. As the load increased, the
speed decreased, while the value of the meshing order amplitude increased because of the
interaction between the teeth increasing.
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The values of ordinate amplitudes are also affected by temperature, and this was
shown in [9]. Diagnostics should be performed for a constant temperature or by considering
its influence during inference. Therefore, temperature waveforms measured on the gearbox
body were also recorded.

Changes in amplitudes of characteristic orders in the order spectrum are usually ana-
lyzed in vibroacoustic diagnostics. According to the literature [6,26–28], individual faults
or installation defects are characterized by changes in the amplitudes of the corresponding
orders, e.g., a change in the amplitude of order no. 1 is symptomatic of unbalance, while
a change in the order corresponding to the number of claws of the jaw coupling is due
to system misalignment. Therefore, each order obtained from the order spectrum was
considered separately because the characteristics of the order amplitudes as a function of
load (rotational speed) would change with failure for each order in a different way [25].

As a result of the order analysis, 100 consecutive orders of vibration acceleration
recorded in the direction parallel and perpendicular to the shaft axis were obtained. Current,
temperature, and speed were recorded simultaneously. Signals of 30 min duration were
recorded for each condition. Next, all the recorded signals were divided into time frames
of 30 s each. Sets of signals of this length were sequentially subjected to the processing
algorithm shown in Figure 6. The processing time of 30 s signals was shorter than 30 s;
therefore, the algorithm can be implemented in continuous monitoring systems.

This procedure was performed for data recorded during correct operation (F0) and for
signals recorded for individual faults F1, F2, and F3.

First, the vibration signal was subjected to order analysis. The results of this analysis
were the waveforms of order amplitudes and speed over time. Figure 6 shows the case
for one order. The waveforms of order amplitude, speed, temperature, and current were
then sorted in ascending order with respect to speed. The results of such sorting were the
courses of these parameters relative to the rotation speed. The next step was to determine
the moving average for N consecutive elements. Averaging was used to reduce data scatter.
The data thus prepared were input vectors for artificial neural networks.
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2.4. Using the Artificial Neural Network for Condition Assessment

Deep learning artificial neural networks were used to evaluate the condition of the
diagnosed drive train. The idea behind the method was to design the learning process of
the neural network such that it detects abnormal situations in systems where faults have
not historically occurred or have occurred so infrequently that typical classifiers based
on supervised learning could not be used. Accordingly, only data from the undamaged
system were used for the learning process.

In addition, it was considered that neural network learning is more efficient when
there are significantly fewer outputs than the input data variables [29–31]. For this reason,
instead of one model evaluating all 100 orders simultaneously, a separate model was built
for each order.

From a diagnostic perspective, the best solution would be to reduce the diagnostic
decision to a single numerical parameter. Therefore, the system was designed to produce
a synthetic diagnostic parameter for each order by exploiting the ability of deep neural
networks to recognize patterns autonomously [32,33]. Moreover, some theoretical results
suggested that network-based systems can lead to proper robustness [34].

The input data vector for each network were xk ∈ R5, with its components including
the following values, in respective order:

• output shaft rotational speed;
• oil temperature;
• the current drawn by the motor;
• amplitude values of order k in the x-axis;
• z-axis amplitude values of the order k;

The input layer, therefore, consisted of five neurons, followed by two hidden
layers [35,36]:

• a 30-neuron layer with RELU activation function and a drop-out layer with a drop
rate of 20%;

• a 20-neuron layer with RELU activation function and a drop-out layer with a drop
rate of 10%.

The output layer of the individual networks consisted of a single neuron returning
a numerical value, which, for the correct state of the machine (F0), should return values
close to the constant value determined in the network learning stage. In the experiment
conducted, the conventional value of this constant was taken as m = 1.



Energies 2021, 14, 4231 8 of 17

The expected effect of modeling was that the applied neural network should real-
ize some continuous transformation [32] Hk : R5 → R with the property described in
Equation (1).

Hk,i(xk,i) =

{
m + ε when xk,i ∈ F0
t(xk,i) when xk,i /∈ F0

, (1)

where t(xk,i) is the function from R5 in R with the property that |m + ε− t(xk)| is signifi-
cantly different from 0, xk,i ∈ F0 is the vector containing data from the undamaged system
for order k, xk,i /∈ F0 is the vector containing data from the faulty system (F1, F2, or F3) for
order k, i is the index of the input vector, m = 1.00, and ε ∼ N

(
0, σ2

0
)
.

This means that, if xk,i ∈ F0, then the value of the function Hk,i should be close to the
value of m = 1. However, if the vector xk,i corresponds to the operation of the defective
transmission, the neural network should return a value different enough from m such
that, taking into account the amount of variance, σ2

0 this difference could be detected by
statistical analysis. Since the transformation in Equation (1) is continuous, this guarantees
the stability of the network (similar values of the network response come from similar
input values). There are some papers where similar observations were made for obtaining
stabilization of randomized systems [37].

The primary task in constructing such an architecture is to avoid network overfitting.
Due to the fact that we only used the data of a well-functioning machine during the
network learning process, such a network may tend to adjust the weights in such a way
that, regardless of the output, it returns a response equal to the learned value (i.e., returning
a parameter close to m regardless of the input state). Therefore, the network training
process used as input a set of vectors xk,i associated with the state F0. On the other hand,
random values from the distribution N(m = 1, σ = 0.1) were generated as the output
vector. Adding a perturbation with a small variance to the output vector, as early as at
the network learning stage, reduced the risk of trivializing the function realized by the
neural network.

Further reducing the risks associated with overfitting involved the following steps:

• using drop-out layers in the network architecture and randomizing the network by
randomly deactivating neurons during learning;

• the learning set was randomly divided into a learning set and a validation set (which
the network did not formally use for learning).

In addition, the use of these operations renders the network training process nonde-
terministic, such that the process of training the network for each order can be repeated
independently, each time obtaining slightly different values of the weights in each layer,
for the same input data. One can notice that this feature of the training process can be ex-
ploited to implement the bagging technique. The learning process was, therefore, repeated
120 times, resulting in 120 network models for each order. This approach provided a key
mechanism to reduce the risk of system overfitting, as it dispersed this risk across multiple,
independent models. In order to achieve that dispersion, evaluation values for 120 models
were considered instead of considering the evaluation of a single model. The algorithm of
the learning process is shown in Figure 7.
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2.5. Verification of Artificial Neural Network Functionality

The functionality of the obtained model was verified after the network learning
process. The responses of the proposed solution were investigated when the vectors
obtained from the measurements for the machine fault conditions F1, F2, and F3 and for the
correct operation state F0 were input. Vectors that were not used during network learning
were used to verify the undamaged conditions.

The network response values Hk,i were determined for all orders, k ∈ {1...100}. Next,
the average value was determined Ĥk for each order according to the following relationship:

Ĥk =
1
n

n

∑
i=0

Hk,i(xk,i), (2)

where n is the number of input vectors, i is the index of the input vector, and Hk,i(xk,i) is
the i-th output value of the network for the k-th order.

This process was then repeated for 120 trained models. The 120 values of the parameter
Ĥk were obtained for each order. This process was repeated for each condition of the tested
drive train. The process of analyzing the functionality of the learned neural network for
the F1 condition is shown in Figure 8.

For verification, ratings for states with damage were compared to ratings for a defect-
free system. Verification of whether the average of 120 evaluations Ĥk for each order
differed significantly from the average of 120 evaluations Ĥ0 for condition F0 was con-
ducted using an ANOVA test.

Two independent input datasets of the undamaged system were used when testing the
response for the undamaged system. This approach allowed not only determining whether
there was a statistically significant difference between the network response to the fault
condition and the response to the no-fault condition, but also measuring the magnitude of
the observed discrepancy in a normalized way using the parameter ω2. According to the
recommendations [38], negative values of this coefficient, which occur when the size of
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the noise exceeds the size of the effect, were treated as zeros. Taking this correction into
account, the value ω2 is described by Equation (3).

ω2 =

{
SSe f f ect−d fe f f ect ·MSerror

MSerror+SStotal
, when SSe f f ect > d fe f f ect·MSerror

0, otherwise
, (3)

where SSe f f ect is the sum of squares of the effect from the ANOVA test, d fe f f ect is the
number of degrees of freedom of the effect from the ANOVA test, SStotal is the total sum of
squares from the ANOVA test, and MSerror is the mean squared error of the residuals from
the ANOVA test.
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The parameter ω2 allows a numerical evaluation normalized to the interval [0, 1]
of the deviation of the results obtained from the neural networks for a given technical
condition from the result for the condition without faults. The values of the parameter ω2

can be classified by determining the power of the effect on the Cohen scale [39] (Table 2).

Table 2. Cohen Scale.

Range of ω2 The Power of the Effect

0–0.1 No effect

0.1–0.3 Little effect

0.3–0.5 Moderate effect

0.5–1.0 Large effect

3. Results and Discussion
3.1. Results of the Order Analysis

When analyzing the spectrum of orders of vibration acceleration signals recorded
during machine operation at variable load (Figure 9and Figure 11), a significant standard
deviation can be observed for the gear coupling band (orders around coupling order
no. 72). This scatter is caused by the high dynamics of the load (Figure 4) applied to the
planetary gearbox.
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misaligned system (red).

Figure 9 shows the spectra of vibration acceleration orders (vertical direction) for the
system without damage (black) and with the introduced misalignment (red).

In the case of misalignment, one would expect an increase in the amplitude of order
no. 4 corresponding to the number of clutch teeth. However, there is a noticeable increase
in amplitude near the coupling band—orders no. 60 to 70. On the other hand, observing the
dependence of the amplitude of the order no. 4 as a function of rotational speed (Figure 10),
we can observe more than a twofold increase for the speed equal to 745 RPM and for the
speed over 755 RPM. Moreover, in the range of 748–755 RPM, the values for the amplitudes
for the misaligned system are smaller than those for the efficient system. On the order
spectrum, the difference is smaller because the order spectrum represents a value averaged
over a period of over a dozen rotations.
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Comparing the order spectrum from the undamaged system with the order spectrum
from the imbalanced system, it is difficult to see the increase in order no. 1 amplitude,
which is symptomatic of this damage (Figure 11). These differences are relatively small
when compared to the values of the coupling order amplitudes. However, the order no. 1
has a much smaller standard deviation than the orders in the coupling band of Figure 11.
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unbalanced system (red).

A much smaller scatter of amplitudes of the order no. 1 for unbalance than for
misalignment is also seen in Figure 12. However, the amplitude for the alignment signal
increased for the entire speed range by a value of 0.04 m/s2, constituting more than 70% of
the initial value.
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Figure 12. Order no. 1 amplitudes of vibration acceleration signal (vertical direction) versus rotational
speed for the system without damage (black), for the misaligned system (red), and for the unbalanced
system (orange).

In the case of variable load with a dynamic character causing speed changes shown
in Figure 4, the analyzed damage is hardly visible in the order spectrum. Significant
changes are visible only after careful analysis of the dependence of the amplitudes of the
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individual orders on the changes in rotational speed, which are caused by the change in
load. Therefore, it is necessary to take into account the changes in ordinate amplitudes due
to loading in the diagnosis process.

Temperature also has a significant effect on the values of order amplitudes in the
interlocking band. Figure 13 shows the order spectra of vibration acceleration for the
signal recorded for different temperatures. There is a clear increase in order amplitudes
occurring with increasing temperature. This confirms the need to consider the temperature
in vibroacoustic diagnostics.
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3.2. Results Obtained from Deep Learning Neural Networks

(Figures 14–16) show the values of the ω2 parameter for each order. This parameter
is a numerical evaluation of the deviation of the results obtained from the set of neural
networks for a given fault from the results obtained for the no-fault condition.
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First, the control data from the measurement for the undamaged system (F0) were
provided to the input of the trained networks. These values for all orders were 0, indicating
no effect according to the Cohen scale.

Figure 14 shows the values of the parameter ω2 for the misalignment condition (F1).
A large effect size can be observed for orders no. 1, 2, 3, 4, and 68, while a moderate effect
can be observed for orders near the coupling order. The increase in the parameter for order
no. 4 is most reasonable and is related to the number of teeth in the coupling used. On
the other hand, large values of the ω2 parameter for the coupling band may be due to
increased inter-tooth interaction during system misalignment.

For the unbalanced condition (F2) (Figure 15), a large effect of the Cohen scale is
observed only for order no. 1. The values of the ω2 parameter for the other orders indicate
no effect (differences between the response of the network to the condition F2 and F0). This
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is consistent with theory because unbalance affects the order no. 1 amplitude values with
respect to the shaft on which it occurs.

In the case of the F3 condition (Figure 16), where both faults were introduced, similar
values of the ω2 parameter can be observed as in the F1 condition. However, the effect of
unbalance is also evident by the increased amplitude for the parameter for order no. 1.

4. Conclusions

This paper presents the problem of diagnosing machines operating under variable
conditions. A diagnostic experiment was conducted on a testing rig for diagnosing a
planetary gearbox. The effects of varying load and oil temperature on vibration acceleration
signals measured on the body of a planetary gear that was part of the drive system
were analyzed.

For the applied variable load, the use of order spectrum was not sufficient to diagnose
the introduced drive train damages. This paper shows that the analysis of the dependence
of the order amplitudes on the changes in rotational speed (caused by varying load) allows
observing significant changes.

A method to evaluate the drive train technical condition using a set of artificial deep
learning neural networks was proposed. The input data to the network were values of
order amplitudes, temperature, current, and corresponding values of rotational speed. A
new approach was proposed to train a set of neural networks using only data recorded for
a drive train without faults. The response of the network to given sets of data from a system
with introduced faults, i.e., misalignment, unbalance, and simultaneous misalignment and
unbalance, was then tested.

The ω2 parameter was proposed to evaluate the deviation of the network results for
introduced faults from the result for the no-fault condition. This parameter is determined
for each order individually. Therefore, damage can be identified on the basis of previous
diagnostic knowledge by observing the orders carrying information about each damage.

The use of artificial deep learning neural networks made it possible to take into
account the effects of varying load and temperature on the values of the amplitudes of the
characteristic orders.
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