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Abstract: Gas turbines are expected to play a key role in the energy production scenario in the future,
and the introduction of carbon-free fuels is fundamental for the development of a sustainable energy
mix. The development of a reliable numerical model is thus fundamental in order to support the
design changes required for the burners. This paper presents the results of a numerical investigation
on a turbulent, diffusive, combustion test case, with the purpose of identifying the best compromise
between accuracy and computational cost, in the perspective of the model application in real,
more complex, geometries. Referring to a test case has two main advantages. First, a rather simple
geometry can be considered, still retaining a few peculiar flow features, such as recirculation vortices
and shear layers, which are typical of real applications. Second, the experimental setup is much more
detailed than in the case of real turbines, allowing a thorough model validation to be performed.
In this paper, the Standard 2-equations k-¢ model and the Speziale-Sarkar-Gatski Reynolds Stress
Model are considered. Moreover, both the FGM combustion model and the detailed chemistry model
are used, coupled with two chemical reaction mechanisms, and their results are compared. Finally,
a standard and an enhanced near-wall approach are employed to solve the transport equations close
to the walls. The results show a good agreement in the temperature distribution at the axial positions
corresponding to the experimental measurements. Overall, the standard wall function approach for
describing the near-wall flow proved to be more effective at increasingly higher distances from the jet
centre. Such differences are related to the formulations employed by the two near-wall approaches,
which led to changes in the predicted flow field around the fuel jet. Finally, the adoption of a
reaction mechanism describing in detail the species concentration is mandatory whenever the reliable
prediction of the NOx formation is of primary importance. The conclusion reached in this paper can
be helpful for the development of reliable and cost-effective CFD models of turbine combustors.

Keywords: CFD; turbulent combustion; diffusive flame; pollutant emission modelling; gas turbines

1. Introduction

Turbulent combustion is surely one of the most challenging tasks for modern engi-
neering applications, especially in industrial applications where fast and accurate results
are of paramount importance. As a matter of fact, gas turbines are expected to still play a
non-negligible role in the energy production scenario in the future, especially if coupled
with the introduction of carbon-free fuels such as green hydrogen and bioliquids [1,2].
The development of a reliable numerical model is thus fundamental in order to support
the design changes required for the burners, starting from the well-established technology
for natural gas combustion.

Reynolds Averaged Navier Stokes (RANS) equations, coupled with various closure
models, have been used extensively to predict flow structures and combustion processes,
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both for simplified and complex geometries [3]. A fundamental advantage in the use of
RANS-based models is the easily manageable computational time, which represents the
main reason that drives industries in adopting such models. Various models have been pro-
posed to account for turbulent combustion and its related phenomena (e.g., heat release and
density fluctuations). Particularly, different basic concepts have been exploited—namely,
flame sheet approximation [4], full or partial equilibrium [5] and laminar flamelet burn-
ing [6]. Reduction techniques are also very popular in engineering applications, since they
can achieve good predictions in manageable computational times. Other, more complex
models, accounting for detailed chemical kinetics, are available. These latter are capable of
accurate performances even for transient phenomena, such as flame extinction and ignition.
Nonetheless, the computational effort required to employ these kinds of models is large,
and their industrial applications are still difficult.

Bluff-body flows and flames can be considered as valid and reliable test cases for
model validation. Indeed, a complex recirculation zone, quite similar to the ones generated
in more complex geometries, can be found in these cases. Moreover, the experimental
setup is much more detailed than in the case of real turbines, allowing a thorough model
validation to be performed. Experimental data are available for bluff-body flows and
flames for different fuels and flow conditions [7-9]. Various attempts to model such flames
have already been documented in the literature [10-13]. Large Eddy Simulations (LES)
have also been performed with promising results for vortex visualization and vibration
phenomena [14].

In the present study, two experimental test cases [15] are employed as benchmarks
to validate both the turbulence and combustion models by means of RANS steady-state
simulations and CONVERGE commercial software. Particularly, the Standard 2-equations
k-¢ (Std k-¢) and Speziale-Sarkar-Gatski Reynolds Stress Model (SSG-RSM) are analysed,
and their performances are assessed. Moreover, two combustion models of different
complexities are coupled with two chemical reaction mechanisms, and their results are
compared. Finally, two near-wall approaches are employed to solve the involved trans-
port equations. Even though more complex and accurate turbulence closure approaches
(i.e., LES) could provide an overall better agreement with the experimental results [16],
the RANS model was selected in this paper to provide a sound basis for design-oriented
applications on real gas turbine combustors. The main novelty of this study is the com-
bination of differently detailed chemical kinetics solvers and reaction mechanisms, along
with two near-wall approaches, to prove the validity and consistency of the employed
simulation strategy.

Interesting results and insights were found, especially regarding the ability of the
combustion models to predict pollutant mass fractions. The present study was conceived
as a first step in the research activities of the authors in the field of diffusive combustion
simulation. The conclusions reached in this paper can thus be a useful reference for the
development of reliable and cost-effective CFD models of real, more complex gas turbine
combustors, which can be a valuable support to the design of fuel-flexible burners of new,
as well as of existing, turbines.

2. Test Cases

Two sets of data from the Sydney University bluff-body burner database were chosen
as the experimental reference to evaluate the performance of the models under investiga-
tion [13]. The measurements were conducted at the Combustion Research Facility, Sandia
National Laboratory, Livermore, CA, USA. More details on the experimental setup, error
estimates and spatial resolution for this experiment have been published elsewhere [17-19].
A burner schematic is proposed in Figure 1. The bluff-body has an outer diameter of
Dp =50 mm and a jet diameter of D; = 3.6 mm. Even though a square-shaped co-flow air
tunnel was used in the experimental setup, it was replaced by a cylinder of 600 mm in
diameter in the computational domain. This choice was motivated by the opportunity of
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introducing a cylindrical symmetry in the model and justified by the negligible influence
of this modification on the flow in the vicinity and around the flame region.

Central Fuel Jet

-*" Ceramic Bluff-Body
Face, 650mm

Fuel Delivery

Figure 1. Sydney University bluff-body burner schematic [15].

As already stated, two experimental cases were reproduced in this study. The first
one was a nonreactive jet, composed of air, which was considered for the turbulence
model validation. Then, a reactive flame, featuring a mixture of 50% CHy4 and 50% H; as
the fuel and oxidizing air as the co-flow, was considered. This experiment is denoted as
“HM1 flame” in the Sydney database.

The main boundary conditions of the case study are available from the Sydney Uni-
versity database and are reported in Table 1. for the two experiments. It is worth noticing
that a fully developed velocity profile was imposed as the inlet boundary condition so as
to match the bulk velocity reported in the reference.

Table 1. Boundary conditions.

Location Boundary Condition Value
Nonreactive Jet
Co-flow inlet Bulk velocity 20ms~!
Jet inlet Bulk velocity 61ms!
Outlet plane Pressure/Temperature 1bar/300 K
Bluff-body wall Temperature Adiabatic
“HM1 flame”
Co-flow inlet Bulk velocity 40ms!
Jet inlet Bulk velocity 118 ms~!
Outlet plane Pressure/Temperature 1bar/300 K
Bluff-body wall Temperature Adiabatic

3. Numerical Method

In the present application, the Reynolds Averaged Navier-Stokes equations were
adopted as the governing equations; two methods of closure were considered—namely,
the Std k-¢ and the SSG-RSM. As mentioned above, the numerical model was developed
within CONVERGE. The latter is a general-purpose CFD code distributed and licensed by
Convergent Science.



Energies 2021, 14, 2992

40f19

The Monotonic Upstream-centred Scheme for Conservation Laws (MUSCL) spatial
discretisation scheme, which is second-order accurate [20], was implemented for the fluxes
definition, as will be detailed in the next section. Moreover, two combustion models
were compared in this study, along with two reaction mechanisms—namely, the SAGE-
detailed chemical kinetics solver (SAGE) [21] in conjunction with the GRI-Mech 3.0 [22]
reaction mechanism and the Flamelet Generated Manifold (FGM) [23] in combination
with the CRECK [24] reaction mechanism. An introduction to these latter ones is given in
Sections 3.2-3.4.

3.1. MUSCL Numerical Scheme

A blend of second-order upwind and reconstructed central difference spatial dis-
cretisation was employed by the MUSCL scheme to compute the convection term of the
governing equations. The cell faces values of a certain quantity ¢ were estimated through
a linear reconstruction method; then, the cell value was computed with both a central dif-
ferencing scheme and second-order upwind scheme; finally, the two values were blended
using the following relation:

Pf, muscl = (1 - ,B)'(Pf,ru + ,B'(Pf,rcd 1)

where ¢¢, s 1S the final computed quantity, ¢y, is the quantity computed through the
second-order upwind discretisation, ¢ .4 is the quantity computed through the central
differencing scheme and f is the blending factor.

It is worth pointing out that the MUSCL discretisation scheme was combined with a
slope limiter [25] so as to avoid model instability, which might be caused by unphysical
local maxima or minima.

3.2. SAGE Detailed Chemical Kinetics Solver

The SAGE solver is included in the CONVERGE package and represents an effective
tool for the calculation of species concentration and reaction rates, taking convective and
diffusive transport into account. SAGE was employed in this study to solve the mass and
energy conservation equations for any given cell of the domain. Particularly, these latter
are the following:

d[Xj]
dt
ar 9 L)
@ = 5% ¥
] J1=Pid

where [X;] and w; are the molar concentration and net production rate of species j, re-

= w; 2)

spectively, and T, V and Q are the temperature, volume and heat transfer rate of a given
cell, respectively. Finally, Ej and c) ; are the molar specific enthalpy and molar constant
pressure-specific heat of species j. A detailed description of the system of equations to
be solved was provided in references [21,26]. The above equations were solved at each
time-step, and the species were updated accordingly. However, the temperature computed
through Equation 3 was not used to update the cell temperature at each iteration. Instead,
this latter was updated once the chemistry calculation converged by using the computed
species concentrations.

3.3. Flamelet Generated Manifold

The SAGE solver, coupled with a suitable reaction mechanism, is intrinsically the most
accurate simulation method for reactive flows. However, the target of this work was to
define the best possible trade-off between accuracy and computational time, in view of
the application of the method to a real gas turbine diffusive combustor. Hence, the FGM
model was also applied in this study. In fact, in the gas turbine reactive flows, a large set
of equations was raised due to the high number of species involved, and the CPU load
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was further increased by a very large cell count. Moreover, the equations were strongly
coupled by the source chemical source terms. The numerical solution of the set of fully
coupled governing equations for the reactive flows was computationally expensive.

Standard reduction techniques are based on the assumption that the majority of
the species is in a steady state. In this manner, it is possible to reduce the species mass
fraction conservation equations to a balance between the chemical rate of production and
consumption. However, this procedure leads to poor approximations in regions where
transport and diffusion are of considerable importance (i.e., colder regions). Far better
results can be achieved by accounting for the major transport processes. These latter are
considered well-represented by 1D flames. The evolution of all the species mass fractions
Y; was approximated by the one-dimensional Equation (4). This latter was defined along
the curve x(s) parametrized by the arc length s and locally perpendicular to the iso-surface
of the species mass fraction under analysis.

m— — —

ds ds

a; d /1 AJY;
Le; cp 0s

= wl —w +P, 4)

; —

where m is a constant mass-flow rate per unit area, Le is the Lewis number, A is the
+

thermal conductivity and ¢y, is the specific heat at constant pressure. Furthermore, w;
and w; are the production and consumption parts of the chemical source term. Finally,
P; is a perturbation term gathering a multidimensional and transient effect. This latter is
neglected, since it is believed to be small in most situations, compared to the other terms.

The FGM is based on the hypothesis that the local flame behaviour is laminar; however,
the turbulence effect is introduced through the description of the flame wrinkling and
stretching effects. The FGM model allows the combustion to be reduced to a set of similar
equations that can be solved before the actual simulations. The solution to these equations
is the so-called flamelet. The results coming from the just-mentioned solving procedure are
stored in a 2D look-up table that can be accessed throughout the simulations.

The FGM combustion model is believed to also correctly predict turbulence/combustion

interactions in case of hydrogen flames [27].

3.4. GRI-Mech 3.0 and CRECK Reaction Mechanisms

For both SAGE and FGM models, a reaction mechanism is needed as the input.
Different mechanisms can be found in the literature, which differ in the number of species
and reactions involved. A more detailed reaction mechanism is expected to describe
the actual chemical kinetics of the process more accurately. Therefore, they most likely
allow more accurate predictions of the temperature and species mass fractions to be
achieved. Nevertheless, a more complete description of the chemical kinetics is linked
with an inevitable surge in computational time. The present study should be considered
as the starting ground for a future and more realistic, yet complex, application to a real
gas turbine combustor. In this perspective, the increase in computational effort has been
carefully considered. Even though it could have been possible to employ a detailed reaction
mechanism in combination with the SAGE solver in the present study, a similar approach
would not be feasible for future applications. Within this framework, the GRI-Mech
3.0 reduced reaction mechanism was used with the SAGE solver. Instead, the detailed
CRECK reaction mechanism was employed in combination with the FGM model.

The GRI-Mech 3.0 features 53 species and 325 reactions with associated rates and
thermodynamic data, whereas the CRECK contains the rates and thermodynamic data for
159 species and 2459 reactions. Moreover, both the Zeldovich and prompt NOy production
processes are accounted for in either reaction mechanism.

4. Nonreactive Flow Simulation

As stated above, the first analyses were carried out with steady-state, nonreactive
simulations. For brevity, they will be referred to as “cold-flow” simulations. A brief



Energies 2021, 14, 2992

6 of 19

description of the computational domain and of the grid control techniques is presented
below, followed by the main results.

4.1. Computational Domain and Grid Control

Due to the fairly simple problem configuration and the acceptable associated CPU
load, the entire geometry was simulated in this case, without introducing any symmetry
plane boundary conditions. The last section of the bluff-body and the co-flow case are
modelled (Figure 2).

External region

Internal region

Bluff-body top

Bluff-body

Tuff
l side-wall

Figure 2. Nonreactive flow simulation computational domain.

An orthogonal cartesian hexahedral grid was employed in the cold-flow simulations.
The grid was automatically generated by CONVERGE, and the grid size was controlled by
means of two available tools—namely, “fixed embedding” and “Adaptive Mesh Refine-
ment” (AMR). They were employed to refine the base grid, which had a fixed base grid size
(16 mm in the present application). The refinement equation for both fixed embeddings
and AMR is the following;:

dqembedded = dqzb: % ()
where dq;,s. is the base grid size in any of the three cartesian direction, dq.;,peddeq is the
grid size after the refinement and 7 is the user-defined embed scale.

A grid sensitivity analysis was performed prior to the numerical campaign. It was
found that the CFD results were mainly affected by the grid size in the jet region and around
it. More specifically, the results did not show sensible dependence on the mesh size once a
cell dimension below 0.3 mm was used. It was also essential to guarantee a spatial extension
of the refinement, so as to include the region where the shear effect between the jet and
the surrounding air occurred. The best trade-off between accuracy and CPU requirement,
with specific reference to the dimension of the refinement region, was defined by taking
advantage of the Adaptive Mesh Refinement (AMR) feature. The AMR is a peculiar and
flexible facility embedded in CONVERGE software, which is useful to reduce the numerical
errors for the variables such as velocity, temperature, turbulence or species mass fraction.
The AMR algorithm decreases the cell size on the basis of the estimation of the variable
gradients and of the comparison to user-defined thresholds. A thorough description of
the resulting grid is proposed in Table 2. After the simulations were performed, the cell
count was found to be approximately 460,000 and 520,000 for the Std k-¢ model and the
SSG-RSM model, respectively.

Table 2. Grid control details for the nonreactive flow simulations.

Type Location Embed Scale/Grid Size
Fixed Embedding Around the jet 5/0.25 mm
Fixed Embedding Around the bluff-body 2/2.00 mm

AMR Internal region 5/0.25 mm

AMR External region 2/2.00 mm
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4.2. Results

Cold-flow simulations were performed employing both the Std k-¢ and the SSG-
RSM turbulence model. Moreover, the MUSCL numerical scheme was used to solve the
convection terms in the governing equations. As a preliminary analysis, not reported in
the paper for the sake of conciseness, a calibration over the Cel constant was performed,
and the value Cel = 1.6 was found to better reproduce the experimental results. As a
matter of fact, the literature confirms that the latter value was a good choice for this type of
problem [13,28,29].

The cold-flow simulations results were therefore proposed in what follows for both
the aforementioned models using the MUSCL numerical scheme and Cel = 1.6.

The axial velocity profiles against the normalized distance from the axis, along with
the radial velocity profiles, are presented in Figure 3 for four axial distances from the
jet exit plane—namely, 1.5 mm, 10.0 mm, 20.0 mm and 30.0 mm. Moreover, two sets of
measurement repetitions were available for the discussed setup and are both proposed in
the graphs below.
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Figure 3. Axial and radial velocity profiles at increasing axial distances. Nonreactive flow simulations.
Complete experimental data available at reference [15].
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The axial velocities were correctly predicted by the models for all the axial positions,
with some minor deviations at a 30.0-mm distance. More specifically, the maximum
deviation from the experimental results was achieved by the RSM model at a 30.0-mm
axial distance and 0.2 relative radial distance (i.e., 0.2 diameters far from the centre line)
which corresponded to the end of the jet tube (Figure 1). In such a case, the Mean Absolute
Percentage Error (MAPE) was around 8%. Overall, the MAPE factor ranged from 5.2% to
12% for the Std k-¢ model and from 5.2% to 15% for the RSM, thus confirming a comparable
prediction capability from these models, given also that the trend was well-reproduced at
all the locations.

The radial velocity behaviour was qualitatively well-predicted by the models; however,
larger deviations were present, and the MAPE varied in the 40-90% range. It should be
highlighted, however, that the absolute values of these velocities were far smaller than the
axial ones, resulting in larger relative deviations even for small errors. Moreover, it can
be seen that, especially at a 30.0-mm distance, the two experimental readings presented
non-negligible differences from each other, suggesting that the associated uncertainty was
quite higher than for the axial velocity.

Both the turbulence models analysed were found to accurately replicate the axial and
radial velocities; in fact, equivalent performances in terms of the prediction accuracy were
registered. However, since the RSM model gave rise to a much higher computational effort
(i.e., 12 h on four processors) with respect to the standard k-¢ model (i.e., 5-and-a-half
hours on four processors), the latter was chosen to carry on the reactive flow simulations.

5. Reactive Flow Simulation

The second set of analyses was performed on the steady-state, chemically reactive
flows. These will be referred to as “hot-flow simulations”.

Once again, the computational domain is firstly presented, along with the grid size
control techniques; then, the results are shown and discussed.

5.1. Computational Domain and Grid Control

Contrarily to cold-flow simulations, the domain was reduced to account for the
increased computational effort coming from the combustion model. In fact, only a 90°
sector of the domain was modelled, exploiting the geometrical symmetry of the problem.
In this regard, periodic boundary conditions were employed at two corresponding planes
of the domain (Figure 4).

External region

Internal region

Figure 4. Reactive flow simulations of the computational domain.

Similar to the previous case, the grid size was controlled using two fixed embeddings
and two AMR regions starting from a base mesh of 16 mm. After a few preliminary
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tests, in which some differences were found with respect to the “cold flow” simulation
results, the fixed embedding regions were enlarged in the reactive flow case. The general
characteristics of both the fixed embeddings and the AMR regions were the same as for the
cold-flow simulations (Table 2). An example of the grid obtained after the AMR refinement
is presented in Figure 5: A Y-plane slice of the entire domain is shown, alongside an
enlargement of the zone described in the graphs in the following sections. It is worth
noticing that increasing the overall number of cells led to no substantial changes in the
zone of interest in the study; however, the results of the just-mentioned analysis was not
presented in the present work for the sake of conciseness.

™~

Hip
SEESY) ESMESEEEES

T

LT T

B R REEEEEEEEEEE

\

Figure 5. Example of the grid obtained after AMR refinement.

5.2. Results

Two combustion models were tested—namely, the SAGE and FGM models (Section 3).
Due to the different computational efforts required by the SAGE and FGM combustion
models, different reaction mechanisms were coupled to the latter: the more complex SAGE
model was used in combination with the GRI-Mech 3.0 reaction mechanism, while the FGM
model was employed with the more complete CRECK reaction mechanism. As already
stated, exploiting the SAGE model together with the CRECK reaction mechanism, although
possible in the present study, would have led to a nonmanageable computational time in
the future application of gas turbine burners.

Moreover, two approaches regarding the near-wall treatment have been studied:
standard wall function and enhanced wall treatment. Briefly, the first is employed whenever
it can be assumed that the first cell near the wall lies in the log—law region of the flow;
a logarithmic relation is therefore applied by the code to compute the velocities in the
wall-adjacent cell. Conversely, an enhanced wall treatment could theoretically be used
for any near-wall situation, regardless of the y+ value of the first cell. Indeed, a blended
formulation was used to compute the value of the turbulent dissipation rate ¢ at the
wall-adjacent cell:

€

1
e = exp(—Te)eyisc +exp <_1-_->gl (6)
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where I’; is a blending parameter, and €,;;. and ¢; are the computed viscosities, assuming
the first cell is located in the viscous sublayer and the log-law layer, respectively.

First, the results of the simulations involving SAGE combustion model with GRI-Mech
3.0 reaction mechanism are reported hereafter, and the prediction accuracy of both the
standard wall function and enhanced wall treatments are compared. Then, similar results
are presented for the FGM combustion model with CRECK reaction mechanism.

The axial velocity profiles obtained with SAGE coupled to the GRI-Mech 3.0 mech-
anism are presented in Figure 6 at four axial distances from the jet exit plane—namely,
5.0 mm, 13.0 mm, 30.0 mm and 45.0 mm. The prediction accuracy of the radial veloc-
ities was found to be comparable with the one obtained in the cold-flow simulations
(MAPE =~ 45-90%). Furthermore, given the absence of any significant radial flow induced
by the fuel and the air, the values of the radial velocities were close to zero at every
measurement location. Thus, they were omitted for the sake of conciseness.

160

160
14012 » . 140
\ | | Experimental I 13.0mm
_ 120 Enh d wall treatment 120
= \ 1 _
T 100 | Standard wall function £ 100
> 80| | > 80
3 \ g
60 o 60
% ol ! 5.0mm s
] Lol 4= B 40
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ol e mom owomoa = = a X 0 L e
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Figure 6. Axial velocity profiles at increasing axial distances. SAGE/GRI-Mech 3.0. Complete
experimental data available at reference [15].

It is clear from the results that the standard wall function seemed to better predict the
velocity profile. This tendency was more apparent as the distance from the jet exit plane
increased. It is worth pointing out that the calibration procedure conducted upon C.; was
performed by employing the standard wall function. It was then possible that a different
C,1 value could be more suitable for the enhanced wall treatment approach.

The temperature profiles at the four axial distances (i.e., 5.0 mm, 13.0 mm, 30.0 mm
and 45.0 mm) are presented in Figure 7, along with the NO mass fraction in Figure 8.

The experimental data dispersion (i.e., raw data) [15] is also available for the tempera-
ture profiles.
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Figure 7. Temperature profiles at increasing axial distances. SAGE/GRI-Mech 3.0. Complete
experimental data available at reference [15].
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Figure 8. NO mass fraction profiles at increasing axial distances. SAGE/GRI-Mech 3.0. Complete
experimental data available at reference [15].

The results clearly show that the enhanced wall treatment was able to better predict
the temperature nearer the jet; however, the majority of the profile was affected by larger
deviations from the experimental measurements with respect to the standard wall function.
Overall, the MAPE index was around 6% for the standard wall function at all the locations,
whereas it ranged from 6% or 7% to 15% for the enhanced one. This behaviour was directly
linked to the different predictions of the species mass fraction, which were obtained with
the two wall functions. The distribution of the fuel species mass fraction is reported in
Figure 9. at a 5.0-mm axial distance. A more precise prediction of the fuel species mass
fraction (i.e., CH4 and Hjy) near the centre line of the jet was achieved by the enhanced
wall treatment, whereas an overall better prediction was provided by the standard wall
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function. This was consistent with the differences already observed for the velocity and
could justify the changes in species concentrations.
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Figure 9. Fuel species mass fraction profiles at a 5.0-mm axial distance. SAGE/GRI-Mech 3.0.
Complete experimental data available at reference [15].

Such differences were related to the formulations employed by the two near-wall
approaches, which were discussed above. A thorough explanation will be proposed
together with the comments to the FGM/CRECK combustion model.

The NO mass fraction profiles were strongly overestimated by the SAGE/GRI-Mech
3.0 combustion model. This was probably related to the GRI-Mech 3.0 mechanism, thus sug-
gesting that a more appropriate mechanism should be considered whenever the accurate
prediction of NOx is of primary importance.

Overall, both the approaches for near-wall treatment allowed satisfactory results to be
obtained. Indeed, the numerical temperature distributions were almost always within the
range given by the dispersion of the raw data of the experimental measurements, and the
overall model was believed to be suitable for future temperature predictive simulations.
On the other hand, further improvements of the NO formation model are needed to better
reproduce the experimental measurements.

Figures 10-16 report the results obtained with the FGM model, coupled with the
CRECK mechanism. In particular, the axial velocities are shown in Figure 10. The behaviour
of the axial velocity was well=predicted by both models, with no substantial changes with
respect to the SAGE/GRI-Mech 3.0 computations. However, the standard wall function
seemed to overestimate the jet velocity for the last axial distance (i.e., 45 mm, x/R_b below
0.1). Overall, the use of FGM and the CRECK reaction mechanism was found to increase
the accuracy of the enhanced wall treatment predictions.

The aforementioned differences in the near-wall modelling approaches can be clearly
noticed when looking at turbulence-related quantities. Particularly, in Figure 11, the turbu-
lent viscosity y; is depicted. Streamtraces are also present in the same graphs, allowing for
the visualisation of the recirculation zone. As it is evident, the enhanced wall treatment
predicted higher levels of y; near the bluff body. As a consequence, the flow was more
diffusive, causing the velocities to decay faster at the jet centre line and to spread more
intensively (i.e., the changes in axial velocity were sharper in the standard wall function
approach). Moreover, if the enhanced wall treatment was employed, the recirculation zone
was driven at a lower location.

These considerations are also consistent with the computed turbulent kinetic energy,
tke, in the same zone (Figure 12). A higher tke value can be appreciated to the right of the
outer W isoline, which was generated within the boundary layer belonging to the co-flow
inlet zone. Finally, the temperature levels are proposed in Figure 13, confirming once again
the more diffusive behaviour due to the different computed turbulent-related quantities.
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Figure 10. Axial velocity profiles at increasing axial distances. FGM/CRECK. Complete experimental
data available at reference [15].
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mental data available at reference [15].
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Figure 16. Fuel species mass fraction profiles at increasing axial distances. FGM/CRECK. Complete
experimental data available at reference [15].

The results in terms of temperature distribution were quite similar to those in Figure 7,
although a local overestimation was present at the radial positions between 0.02 m and
0.025 m, particularly for the standard wall treatment (blue curve). On the other hand,
a higher average error was provided by the enhanced one (red curve) but with a more
regular trend. Instead, the CRECK mechanism allowed a great improvement of the NOx
results accuracy to be obtained. This is to be ascribed to the more detailed reaction
mechanism, with specific reference to the modelling of the species involved in the nitrogen
oxidation; indeed, the CRECK reaction mechanism has recently undergone a major update
regarding the prompt production process [30]. On an average, the MAPE of NOx results
were between 40% and 55% for the standard wall function and increased to 60-105%
when the enhanced one was applied, hinting at the sole capability of estimating the NOx
concentration order of magnitude. The larger deviations were found between x = 0.02
and x = 0.025 m, consistent with those already observed for the temperature. It is worth
recalling that the bluff body had a radius of 25 mm; hence, the aforementioned zone was
the one at which the co-flow air influence was stronger. This behaviour was probably
due to errors of the model in high shear stress regions and might be due to the different
descriptions of the co-flow boundary layer upstream of the fuel hole position. However,
these errors are believed to retain a reduced relative importance in practical applications
where the flow is guided and confined by the surrounding structures, thus constraining
the boundaries and the size of the turbulent vortices. Finally, it is worth underlining that
the results in Figure 15 confirm that a more appro-priate mechanism than GRI-Mech 3.0
should be considered when NOx evaluation is of primary importance.

In conclusion, the FGM model, in conjunction with the CRECK reaction mechanism,
is considered more reliable in the simulation of a diffusive steady-state flame, with specific
reference to the NO mass fraction predictions, and it will therefore be selected for further
analyses in the field of gas turbine burners.

6. Conclusions

The velocity, temperature and pollutant mass fraction distributions in the bluff-body
stabilised flows were investigated in this work. Two turbulence models were validated
over the nonreactive jet flow. Both tested turbulence models showed good agreement with
the experimental results; therefore, the Std k-¢ was selected for the subsequent analyses due
to the smaller computational effort required. The SAGE/GRI-Mech 3.0 combustion model
was compared with the FGM/CRECK combustion model, employing two approaches for
the near-wall regions.

Both the combustion models showed good agreement in replicating the temperature
distribution at various axial positions. Overall, the standard wall function approach for
describing the near-wall flow proved to be more effective at increasingly higher distances
from the jet centre. Such differences are related to the formulations employed by the two
near-wall approaches, which led to changes in the predicted flow field around the fuel jet.
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Deviations from the experimental results were found regarding the temperature profile
(and, consequently, in the NO distributions) at radial positions corresponding to the zone
where the co-flow influence was stronger. This behaviour was especially evident for the
standard wall function approach.

The FGM/CRECK combustion model showed far superior performances in reproduc-
ing the NO distribution at all the radial and axial positions with respect to the SAGE /GRI-
Mech 3.0 model. This is believed to be related to the more complete description of the
nitrogen oxidation processes in the CRECK reaction mechanism.

Overall, these conclusions can be applied to the diffusion flames governed by the
shear effects and turbulent diffusion. The errors introduced in the modelling of the wall
shear layers are believed to retain a reduced relative importance in practical applications
where the flow is guided and confined by the surrounding structures, thus constraining
the boundaries and the size of the turbulent vortices. The results can therefore be a
useful reference for the development of reliable and cost-effective CFD models of real,
more complex gas turbine combustors.
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