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Abstract: Given the imminent threats of climate change, it is urgent to boost the use of clean energy,
being wind energy a potential candidate. Nowadays, deployment of wind turbines has become
extremely important and long-term estimation of the produced power entails a challenge to achieve
good prediction accuracy for site assessment, economic feasibility analysis, farm dispatch, and system
operation. We present a method for long-term wind power forecasting using wind turbine properties,
statistics, and genetic programming. First, due to the high degree of intermittency of wind speed, we
characterize it with Weibull probability distributions and consider wind speed data of time intervals
corresponding to prediction horizons of 30, 25, 20, 15 and 10 days ahead. Second, we perform the
prediction of a wind speed distribution with genetic programming using the parameters of the
Weibull distribution and other relevant meteorological variables. Third, the estimation of wind power
is obtained by integrating the forecasted wind velocity distribution into the wind turbine power
curve. To demonstrate the feasibility of the proposed method, we present a case study for a location
in Mexico with low wind speeds. Estimation results are promising when compared against real data,
as shown by MAE and MAPE forecasting metrics.

Keywords: Wind power forecasting; Weibull distribution; Genetic programming

1. Introduction

To achieve the maximum use of wind energy, the prediction of the wind resource is mandatory
since it is one of the main ingredients to estimate the generated wind power by a wind turbine generator
or a wind power plant. Time scales for wind forecasting can be divided into four categories according
to the literature [1]:

• Very short-term forecast: From a few minutes to one hour ahead.
• Short-term forecast: From one hour to several hours ahead.
• Medium-term forecast: From several hours to one week ahead.
• Long-term forecast: From one week to one year or more ahead.

The usefulness of the prediction depends on the prediction horizon. For instance, very short
forecasting is important for the electricity market clearing and real-time grid operation. Short-term
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wind predictions are relevant for load dispatch planning, load decision, feedback voltage and power
control, protection to preserve physical integrity and operational security in the electricity market.
Medium-term wind prediction is useful for economic dispatch, unit commitment decision, electricity
market and maintenance. Finally, long-term wind prediction is convenient for dispatch planning,
system planning, financial investments, operation management, optimal operation cost and feasibility
analysis of the wind farm [2,3]. In this work, we develop a methodology for long-term wind
power forecasting.

Wind power forecasting is made either by deterministic or probabilistic prediction. The first
approach considers the topographical and meteorological properties of the site to predict the wind field
and thereafter the energy potential. On the other hand, the statistical approach mainly uses probability
distributions that relate variables with wind power to perform predictions [4].

The most typical probability distribution functions to describe wind statistics are the Rayleigh
and Weibull distributions [5]. By considering the wind velocity vector and assuming that each
orthogonal component is uncorrelated and normally distributed, the magnitude of the velocity vector
is characterized by a Rayleigh distribution [6,7]. On the other hand, the Weibull distribution, which
interpolates between the exponential distribution and the Rayleigh distribution provides a better fit to
the probability density distribution of the wind speed [8]. The Weibull distribution is typically used for
assessment of wind energy potentials, in particular, it is used in reliability and maintainability analysis,
selection of location for wind turbine generators and performance of wind farms. There are several
reported works on the use of Weibull distribution to analyze the wind resource. In 2010, Bhattacharya [9]
presented analytical and computational methods for the estimation of Weibull parameters for wind
velocity distributions. In 2013, Giebel et al. [10] analyzed two models for wind speed prediction:
(a) a structural stochastic model to predict wind speeds exponentially using a linear combination of
separate mean-reverting jump processes for the high and low wind speeds; and (b) a neuro-stochastic
model to predict the wind velocity with parameters updating dynamically from a re-weighted history.
In 2014, Azad et al. [11] studied the Weibull distribution of the wind resource of Hatiya Island in
Bangladesh, finding an average wind speed of 6 m/s and concluding that the site has good power to
drive small wind turbines for electricity generation. In 2015, Yenilmez et al. [12] introduced a modified
Weibull distribution for modeling wind speed and estimating wind power density. In the same year,
Azad et al. [13] presented three different statistical tools for estimating the Weibull distribution in
Bangladesh to identify prospects for windy sites.

Regarding forecasting, the probabilistic approach provides an estimation of the probabilities for the
possible future outcomes of a random variable. At its best, a probabilistic forecast provides a probability
density function that describes the possible behavior of a random variable for a coming event or
time horizon [14]. Probabilistic forecast has been playing a major role in weather forecasting [15],
sports betting [16], macroeconomic forecasting [17] and population forecasting [18]. It is believed
that probabilistic forecasting can also play a major role in energy forecasting, as motivated by the
Global Energy Forecasting Competition 2014 aimed at probabilistic forecasting of electric load, wind
and solar power and electricity prices [19]. Specifically, probabilistic forecast seems to be well suited
for clean electric power production from renewable energies because of the random nature of the
primary energy supply, mainly wind and solar irradiation. Zhou et al. [20] used probabilistic wind
power forecasting in electricity markets for scheduling and dispatch purposes. They forecasted the
probability density function using probabilistic kernel density forecasting with a quantile estimator.
Wan et al. [21] developed a methodology for wind power forecasting in a nonparametric probabilistic
approach using direct quantile regression and machine learning. They produced quantiles with linear
programming and multistep probabilistic forecasting of 10-min wind power data with real wind farm
data. Xydas et al. introduced a methodology to define wind power forecast scenarios using historical
wind power time series data and Kernel probability densities [22]. The forecast scenarios are inputs for
unit commitment and optimal dispatch model to investigate the way wind forecast uncertainty affects
the operation of the power system.
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Genetic Programming (GP) is a heuristic search technique developed to evolve a population of
computer programs that solve a given problem into a new generation of programs that solve the
problem more effectively by using genetic operations [23]. The GP process comprehends the following
steps: evaluation of program fitness, selection of the fittest programs, reproduction of programs by
crossover, and reproduction of programs by mutation. Some programs not selected for reproduction
pass to the next generation without any modification. Steps are repeated iteratively tens to hundreds
of times until a program reaches an expected level of fitness or the maximum number of iterations has
been reached [24–26]. A key issue to implement GP is the way a program is represented. Programs that
can be represented as tree structures can be easily evaluated recursively. Tree nodes have an operator
function and terminal nodes have an operand. This makes programs that represent mathematical
expressions very convenient to evaluate and to evolve [27]. Hence, GP has been successfully applied for
curve fitting, data modeling, symbolic regression, feature regression, classification and forecasting [28].
In particular, GP has been in the energy sector. For instance, Karabulut et al. used GP to forecast
long-term electrical power consumption in southeast Turkey, finding promising results with a low
error rate [29]. Additionally, the same group used GP to forecast long term energy consumption in
Turkey [30]. Daily electricity demand is forecasted using a GP approach in [31]. Graff et al. applied
GP to wind speed forecasting and determine the power generated by a fixed-speed wind turbine [32].
In addition, short-term wind power prediction is done in [33] by combining the Weather Research and
Forecasting model (WRF-ARW) with GP.

In this paper, we propose a method for long-term estimation of the wind power, at 30, 25,
20, 15 and 10 days ahead, at any arbitrary site by using probability distribution functions and GP.
The proposed approach predicts the characteristic parameters of the wind speed probability distribution
functions at different long-term future times and uses them to estimate the wind power at future
times. Section 2 describes in detail the methodology. First, wind speed data at the site are fitted
to Weibull probability distributions at the time intervals of interest corresponding to the prediction
horizon. Weibull distributions are used because they best characterize wind at many sites [8], but other
distributions can be used depending on the wind behavior [34]. In addition, relevant climatological
data, such as radiation, ambient temperature, relative humidity and atmospheric pressure, are collected
by considering the mean value of the variables at different time intervals. Next, we use GP to
predict the parameters that characterize the wind speed Weibull probability distribution at a future
time. Finally, the estimated wind power generated at a future time is obtained by integrating the
predicted Weibull distribution with the characteristic power curve of the wind turbine generator being
considered. Section 3 presents some key experiments and their results to demonstrate the feasibility of
the proposed approach. First, we considered a two-year database of 10-min measured wind speed
and meteorological variables from a site in Mexico with low wind speed and two differentiated
semiannual wind regimes. Second, all two-year data available were grouped according to the season
(winter–spring and summer–fall) and the prediction horizons of interest (time intervals of 30, 25, 20,
15 and 10 days). Each group of wind data was characterized by a Weibull distribution, and mean
values of the meteorological data were calculated. Third, the prediction of the Weibull distributions
for each group of data was carried out using GP. Then, the estimation of wind power was carried
out with the predicted distribution and the power curve of a small-scale wind turbine generator that
matches the wind availability at the site being considered. Lastly, the MAE and MAPE forecasting
errors of all experiments were calculated to evaluate the accuracy of the proposed GP probabilistic
forecasting method. Finally, Section 4 discusses the highlights of the proposed methodology and
indicates future work.

2. Materials and Methods

A general description of the methodology for the long-term wind power estimation proposed in
this paper is provided in this paragraph. The detailed explanations are provided in Sections 2.1–2.5.
The proposed methodology is schematically shown in Figure 1. The first stage consists of characterizing
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the wind speed and meteorological data at the site of interest. Thus, we collect a substantial amount
of wind speed and meteorological data at the selected site, either from measurements or available
from databases, in 10-min average values. This data must provide a good representation of the typical
weather conditions for at least one year. Once the data are available, groups of data are formed
by time intervals corresponding to the length of the prediction horizons that want to be analyzed.
In this case, groups of 30, 25, 20, 15 and 10 days of data are considered. Then, histograms of these
groups of data are built and Weibull probability distribution functions are searched and fitted to each
group of data. Weibull distributions are used since they better characterize most wind speed behavior
at sites around the globe, but other distributions may be used if necessary. Then, the parameters
characterizing the Weibull distributions, namely the shape parameter, k, and the scale parameter, λ,
as well as the mean values of the climatological variables, mv, are calculated. The second stage consists
of applying the genetic programming technique to forecast wind distributions. For each group of
data, the scale parameter, λ(t), and the mean values of meteorological variables, mv(t), are composed
into a mathematical function that is evolved by the GP process until the next best-forecasted function,
λ(t + 1), is obtained. From here, the forecasted scale parameter, λ(t + 1), is extracted and the forecasted
Weibull probability distribution function is obtained. The third stage consists of estimating the wind
power at the next time interval. Estimation is done by integrating the power curve of the wind turbine
into the forecasted Weibull probability distribution function. Finally, the MAE and MAPE estimation
error metrics are calculated to evaluate the accuracy of wind power estimations.
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2.1. Wind Speed Probability Distribution and Wind Power

It is well known that wind speed is not easy to predict due to its not steady behavior. Therefore,
a widely used approach to characterize the wind resource is its wind speed probability distribution
functions (PDF). For many sites, the Weibull PDF provides a good fit to the annual frequency wind
speeds of many sites. The Weibull PDF is given by [35]

fW(v;λ, k) =

 k
λ

(
v
λ

)k−1
, v ≥ 0

0, v < 0
, (1)

where k < 0 and λ > 0 are the shape and scale parameters of the distribution, respectively [36], and v is
the wind speed. As the name indicates, the shape parameter dictates the shape of the distribution.
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On the other hand, the scale parameter is in charge of the distribution width. Figure 2 shows the Weibull
PDF for different values of the parameters. The blue lines correspond to the special case k = 2, known
as Raleigh distributions, and different scale parameters λ = 3 m/s (dotted line), λ = 5 m/s (solid line)
and λ = 7 m/s (dash-dotted line). Different values for the shape factor k = 1, known as exponential
distributions, and k = 3 are shown in the red and yellow solid lines, respectively, for the same scale
factor λ = 5 m/s. Even though many sites can be well characterized by this distribution, there are
some others with different behavior that can be characterized by bimodal probability distributions [37]
or different distributions.
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Because of the wind variability, the power output of a wind turbine is highly variable and reliant
on the weather conditions. In this regard, the power curve of a wind turbine describes how its power
output varies with steady wind speed. This curve specifies: (a) the cut-in speed, at which the turbine
first starts to rotate and generate power; (b) the cut-out speed, at which the turbine stops working for
security reasons; and (c) the rated power output. Figure 3 shows the power curve of a small-scale wind
turbine that is used in the case study later in this work. The power curve of a large-scale wind turbine
exhibits the same characteristics but the produced power after the rated speed remains constant at the
nominal value until the cut-off speed. For a Weibull distribution, it can be shown that the portion of
time Ti that power is produced in the interval Pl and Pu corresponds to the percentage of time that the
wind speed lays in the range of velocities vl and vu, and it is given by [38,39]

Ti = exp−
{vl

v
Γ
(
1 +

1
k

)}k
− exp−

{vu

v
Γ
(
1 +

1
k

)}k
. (2)

where v is the mean wind speed of the Weibull probability distribution and is given in terms of the
scale and shape Weibull parameters by

v = λ Γ
(
1 +

1
k

)
, (3)

and the Gamma function is defined as

Γ(a) =
∫
∞

0
ta−1e−tdt. (4)
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2.2. Data Grouping, Prediction Horizons and Associated Parameters

There are several methods to estimate the Weibull parameters. Currently, research is going on to
find the most reliable method to determine the Weibull shape parameter k and the scale parameter
λ [40–42] there are several methods, among the main ones are the graphical method (GM), the method
of moments (MOM), the standard deviation method (STDM), the maximum likelihood method (MLM)
and the equivalent energy method (EEM) [43].

An important point is the time interval of the data grouping. Weibull distributions are usually
done for yearly or monthly data. However, seasonality is a characteristic of a time series in which the
data experiences regular changes every year. In this work, it is important to find the shortest suitable
time interval to describe the wind speed probability distribution by a Weibull distribution. This time
interval depends on the wind resource behavior at the site. If, for instance, the location exhibits a
wind resource with small variations in the wind speed, it is possible to group the data in smaller time
intervals, such that the wind speed probability distributions at these time intervals can be accurately
fitted by a Weibull distribution. On the other hand, if the location exhibits a wind resource with high
variations in the wind speed, it is then necessary to group the data into a larger interval of time to
accurately fit its wind speed distribution to a Weibull one.

As mentioned, the aim is to obtain good fits for the wind speed group data. First, we consider that
the wind speed probability distribution is well characterized by a Rayleigh distribution. The Rayleigh
probability distribution is a special case of the Weibull probability distribution in which the shape
parameter is set to 2; therefore, we assume that the wind resource is well described by a Rayleigh
distribution, implying k = 2. Next, to obtain the scale parameter λ, we use the GM to propose an
initial λ value and then we optimize it using the EEM. The optimization process consists of setting the
average wind power calculated from the Weibull distribution data, in the chosen time interval, as the
objective function. Then, we optimize the value of λ by demanding that the objective function equals
the average wind power per m2 calculated from the real data in the chosen time interval. Additionally,
we compute the mean wind speed of the Weibull probability distribution v. The mean wind speed of
the fitted Weibull distribution is compared to the average wind speed calculated from the wind speed
time series vave, as an indicator of whether the fit is good.

There are several methods for the goodness of fit for the Weibull distribution reported in the
literature [44]. Probability plots provide a visual assessment of the model fit. The correlation coefficient
measures how well the linear regression model fits the data. The maximum likelihood estimation
method evaluates the parameters of the distribution model and assesses the fit of the distribution
to the dataset. The Kolmogorov–Smirnov test is a non-parametric test of the equality of continuous
distributions, which is used to compare a sample with a reference distribution. The Chi-Squared test is
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a statistical hypothesis test that uses a chi-squared distribution as a sampling distribution when the
null hypothesis is true.

Once the fit is obtained for each group of n days, the mean solar radiation, ambient temperature,
relative humidity and atmospheric pressure are calculated to climatologically characterize this period.
In the next section, the forecast of the Weibull scale parameter is done by using GP.

2.3. Genetic Programming to Predict Weibull Distributions

The artificial evolution process is the foundation of GP, a machine learning and evolution-based
search technique, which is a subclass of genetic algorithms [26]. In particular, individuals in a GP
population are computer programs (or functions) not fixed in length or size. All solutions are considered
but the search space is limited by defining the maximum depth height of the parse tree of the program
and the maximum solution. When genetic operators are applied to the population of computer
programs, the offspring structure, including size, shape and contents, may be different from their
parents. Each hierarchical genotype is formed by functions that can be composed recursively of a set of
NF functions Fgp =

{
fgp_1, fgp_2, . . . fgp_NF

}
, and a set of NT terminals Tgp =

{
agp_1, agp_2, . . . , agp_NT

}
.

The function set can be any arithmetic, Boolean, mathematical, or more complex functions or routines.
The terminal set consists of variables, constant values or functions, without input arguments.

Thus, GP can be applied to determine the structure, and the parameters, of nonlinear autoregressive
models. In this particular case, we consider that the value of the scale parameter λ at a future t time is
given as a function of the parameters characterizing the t− 1 period as follows

λ(t) = f(λ(t− 1), I(t− 1), T(t− 1), P(t− 1), H(t− 1), PW(t− 1), vave(t− 1), v(t− 1)), (5)

where I refers to solar radiation, T is the ambient temperature, P is the atmospheric pressure, H is the
relative humidity, PW is the produced wind power, vave is the average wind speed from the data and v is
the mean speed from the Weibull distribution. Thus, the Weibull scale parameter λ is estimated at time
t by evaluating the function with their respective parameters at time t− 1. In this work, the function set
contains only arithmetic operations {+,−,×, /}, and the terminal set is composed of the independent
variables I, T, P, PW, vave, v and λ, all at the time t− 1. In addition, the generation of random numbers
function is included in the terminal set to consider numerical values. Figure 4 shows an example of
genotype and encoding used to forecast the Weibull scale parameter. In that specific case, the scale
parameter is a function of the solar radiation, the ambient temperature and the atmospheric pressure.
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Each individual is randomly created as a tree where internal nodes are functions and terminal
nodes are arguments of the functions. The fitness function is generally defined as an error metric
between the output produced by each individual and a reference corresponding, in this case, to the
measure λ values. Thus, the fitness function fFIT can be any of the functions described in Section 2.5.

A new population is generated by selecting the fitter individuals through a selection method,
which can be a proportional selection method such as roulette wheel, stochastic universal or tournament
selection [45]. In this work, tournament selection is applied and consists of randomly selecting a
competitor for each individual and performing a tournament. The best individual is the winner of the
tournament and is considered for crossover and mutation.

Crossover is considered the main genetic operator exploiting the fittest individuals by exchanging
randomly selected subtrees in both parents. Since the crossing point is different in the two parents,
and individuals are different in structure and contents, the offspring will be different from their parents
in structure but they will inherit characteristics from them [25]. A pair of structures is first selected from
the current population. Next, in each parent, a node rooted is randomly chosen. Then, these nodes
turn into the roots for the next sub-structures. Then, new structures of different sizes are created by the
exchange of the previous sub-structures. This process is illustrated in Figure 5.
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A secondary genetic operator corresponds to mutation. This operator explores the search space
by introducing new information into the population. It randomly chooses a node, either a terminal or
internal point, and substitutes its associated sub-structure with a randomly generated subtree up to a
maximum size. This process is shown in Figure 6.

The steps for the GP algorithm to generate mathematical models of Weibull distributions are
summarized in Table 1 and the parameters to solve the case study used in this work are specified in the
next section.
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Table 1. Algorithm for GP to forecast of the scale parameter.

GP ( )

g← 0
random initialization of each individual ι ∈ Pop(g)
∀ ι ∈ Pop (g) evaluate fFIT(ι)
do while g < stopping criterion
g← g−1
Pop(g)← selection (Pop(g−1))
Pop(g)← crossover (Pop(g))
Pop(g)←mutation (Pop(g))
∀ ι ∈ Pop(g) evaluate fFIT(ι)
end do

2.4. Estimating Wind Power at Long-Term

Given the PDF of the wind resource, the produced average power in the interval of time can be
computed with the equation [46,47]

Paverage =

∫ v f

vi

Pturb(v) fPDF(v)dv, (6)

where Pturb(v) corresponds to the power curve of the wind turbine and fPDF(v) is the probability
distribution function of the wind speed, which in this case corresponds to the Weibull distribution.

In this work, given the low-speed wind data, we consider a small-scale wind turbine whose power
curve is shown in Figure 3. However, it is worth mentioning that the same methodology applies to
a large-scale wind power curve. We concentrate on the wind speed interval [3 m/s, 13 m/s]. In this
speed interval, the power curve can be approximated by the following equation:

Pturb(v) ≈ −0.0109v3 + 0.3017v2
− 1.6558v + 2.8226, (7)

where the coefficient of determination of the fit is high, R2 = 1, indicating that goodness of the fit.
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2.5. Forecasting Error

In the following, different metrics are used to evaluate the forecasting accuracy [48]. First, we
compute the forecast or residual error (E) defined as the difference between the measured and the
forecast value for the corresponding period

Et = Yt − Ft, (8)

where Et is the forecast error of the variable at period t, Yt is the measured value of the variable at
period t and Ft is the forecast variable at period t. Since the forecast error Et is on the same scale as the
data, the accuracy measures depend on the scale of the variable. To make a comparison between series
on different scales we also compute the Mean Absolute Error (MAE) given by

MAE =

∑N
t=1|Et|

N
. (9)

Finally, we also calculate the percentage error Mean Absolute Percentage Error (MAPE), which is
also scale-independent, given by

MAPE = 100 ∗

∑N
t=1

∣∣∣ Et
Yt

∣∣∣
N

, (10)

to compare forecast performance between different datasets.

3. Experiments and Results

The long-term power estimation methodology presented in the previous sections is general
enough to be applied to any site, with any arbitrary wind distribution and with wind turbines of
any size that can be driven with the available wind resource. In this regard, the wind resource at
many locations in Mexico has already been studied for the deployment of medium and large wind
turbines [49]. In addition, Sanchez et al. [50] proposed a statistical analysis based on wind velocity
vectors to model the wind resource with Markov chains, and tested their model in Baja California
and Oaxaca. A wind speed analysis in La Ventosa is done in [37,51]. The wind power potential of
Baja California is studied in [52] and the analysis and forecasting of the wind velocity in Chetumal is
performed in [53].

Nowadays, it is becoming of major relevance the deployment of small-scale wind turbines to
provide cleaner and cheaper energy for on-grid and off-grid applications such as businesses, small
industries and factories, farms and ranches, urban and suburban living communities, rural residential
electrification, communication stations, water treatment, and pumping, etc. [54]. To decide whether
to deploy small-scale wind turbines, a technical assessment must be carried out as a first phase [55].
The potential to supply part, most or all required energy with the available wind resource at a given
site must be clearly stated, considering that the energy produced by a small-scale wind turbine can
be estimated from the turbine power curve and the wind speed distribution at the site [56]. In [57],
we introduced a Bayesian decision system based on probabilistic reasoning to assess the suitability of
small-scale wind turbines taking into consideration the availability of wind resources at various sites
and the energy pricing structure in Mexico.

In this section, we study the wind resource at a specific location in Mexico to demonstrate the
feasibility of the proposed approach long-term estimation methodology. In particular, we consider data
from the meteorological station located in Enrique Estrada in the state of Zacatecas, Mexico, with a
geographical location at latitude N: 22◦ 59´36´´ and longitude W: 102◦ 53´02´´, and at an altitude of
2319 m above sea level. The terrain is complex, with mountains to the west and flatlands to the north,
east and south. The tower is 30 m high and the recorded measurements are wind speed, ambient
temperature, solar radiation, relative humidity and atmospheric pressure, among others. The data are
monitored every 2 s to calculate and record mean values every 10 min.
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We consider data from 2010 and 2011. Figure 7a,b shows the wind speed distribution for all the
dataset corresponding to the site under study at 30 m height. The wind speed PDFs follow Weibull
distributions and therefore the proposed methodology can be applied.
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The first thing to note is that the Rayleigh assumption, k = 2, provides a good fit to the data using
GM, as shown in Figure 7a,b. As mentioned in Section 2.2, we calculate the optimal value of λ by
using the EEM, i.e. requiring that the objective function, defined as the mean wind power from the
distribution, is equal to the average wind power from data, shown in the fourth column in Table 2.
Additionally, Table 2 shows the average wind speed calculated from the wind speed time series vave,
and the mean wind speed of the Weibull probability distribution v. Note that the average and mean
wind speeds per year are very close. This indicates that the fit to the wind speed distribution is good.

Table 2. Characteristics of the wind resource per year: average power P, average wind speed from data
vave and mean wind speed from Weibull distribution v.

Year P (W/m2) vave (m/s) ¯
v (m/s)

2010 175.56 5.15 5.314
2011 160.31 5.09 5.155

3.1. Data Grouping, Prediction Horizons and Associated Parameters

3.1.1. Seasonality

For forecasting, it is important to analyze the time series to identify if there are datasets that
experiences regular changes every year. In particular, the wind varies according to the season of the
year. To study whether the wind resource at the site follows a seasonality behavior, we fit a Weibull
distribution at each period corresponding to each season and calculate λ by assuming the Rayleigh
criteria k = 2. We consider that each season lasts three months and the dates are defined by the
equinoxes and solstices. Table 3 shows the scale parameter, the average wind power, the average
wind speed and the mean wind speed. As expected, the wind speed is smaller in the summer–fall
period than during winter–spring, and similarly for the wind power. In addition, the scale parameter
is smaller during summer–fall than during winter–spring. Therefore, for this study, henceforth we
consider the wind resource in two different periods: summer–fall (SF) and winter–spring (WS).

3.1.2. Grouping and Prediction Horizons

The horizon of the prediction is given by the time interval of the data group. Given that we
only count on a two-year dataset, we consider groups of data up to 30 days to have enough data for
evolutionary programming. However, as we are dealing with distributions, the advantage of this
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approach is that the bigger the dataset is, the longer the prediction horizons can be. Thus, one can deal
with larger time intervals if there were years of data.

Table 3. Characteristics of the wind resource per season: scale parameter λ, average power P, average
wind speed from data vave and mean wind speed from Weibull distribution v.

Year Season Dates λ (m/s) P (W/m) vave (m/s)
¯
v (m/s)

2010 Winter 01/01–03/20 6.97 276.03 6.11 6.18
2010 Spring 03/21–06/20 6.28 202.03 5.58 5.56
2010 Summer 06/21–09/20 4.75 87.77 4.22 4.21
2010 Fall 09/21–12/20 5.23 116.71 4.60 4.63
2010 Winter 12/21–12/31 8.35 471.43 7.09 7.40
2011 Winter 01/01–03/20 6.70 244.45 5.76 5.93
2011 Spring 03/21–06/20 6.04 179.68 5.61 5.35
2011 Summer 06/21–09/20 5.04 104.10 4.53 4.46
2011 Fall 09/21–12/20 5.25 117.72 4.49 4.65
2011 Winter 12/21–12/31 6.34 207.33 5.40 5.61

30 Days Ahead

Considering the data from 2010 and 2011, we have 12 groups of 30 days in each of the periods
WS and SF. We fit Weibull distributions to the wind speed histograms obtained with wind speed data
every 30 days according to the methodology described above. Figure 8 shows six groups of samples of
normalized histograms of the wind speeds, in blue, and fitted Weibull distribution functions, in orange,
for group periods of 30 days each during the WS season.
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Figure 8. Six groups of samples of normalized histograms of wind speed, in blue, and fitted Weibull
distribution, in orange, for group periods of 30 days each during WS season. Each graph corresponds
to the following period (a) 01/01/2010–01/30/2010; (b) 01/31/2010–03/01/2010; (c) 03/02/2010–03/31/2010;
(d) 04/01/2010–04/30/2010; (e) 05/01/2010–05/30/2010; (f) 12/21/2010–01/19/2011.

25 Days Ahead

Considering the data from 2010 and 2011, we have 12 groups of 25 days in each of the periods WS
and SF. Figure 9 shows six groups of samples of normalized histograms of the wind speeds, in blue,
and fitted Weibull distribution functions, in orange, in periods of 25 days each during the WS season
for 2010.
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20 Days Ahead

Considering the data from 2010 and 2011, we have 16 groups of 20 days in each of the periods WS
and SF. Figure 10 shows six groups of samples of normalized histograms of the wind speeds, in blue,
and fitted Weibull distribution functions, in orange, in periods of 20 days each during the WS season
for 2010.
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distribution, in orange, for group periods of 20 days each during WS season. Each graph corresponds
to the following period (a) 01/01/2010–01/20/2010; (b) 01/21/2010–02/09/2010; (c) 02/10/2010–03/01/2010;
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15 Days Ahead

Considering the data from 2010 and 2011, we have 24 groups of 15 days in each of the periods WS
and SF. Figure 11 shows six groups of samples of normalized histograms of the wind speeds, in blue,
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and fitted Weibull distribution functions, in orange, for group periods of 15 days each during the WS
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distribution, in orange, for group periods of 15 days each during WS season. Each graph corresponds
to the following period (a) 01/01/2010–01/15/2010; (b) 01/16/2010–01/30/2010; (c) 01/31/2010–02/14/2010;
(d) 02/15/2010–03/01/2010; (e) 03/02/2010–03/16/2010; (f) 03/17/2010–03/31/2010.

10 Days Ahead

Considering the data from 2010 and 2011, we have 36 groups of 10 days in each of the periods WS
and SF. Figure 12 shows six groups of samples of normalized histograms of the wind speeds, in blue,
and fitted Weibull distribution functions, in orange, for group periods of 10 days each during the WS
season for 2010.

Energies 2020, 13, x FOR PEER REVIEW 14 of 24 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 11. Six groups of samples of normalized histograms of wind speeds, in blue, and fitted Weibull 
distribution, in orange, for group periods of 15 days each during WS season. Each graph corresponds 
to the following period (a) 01/01/2010–01/15/2010; (b) 01/16/2010–01/30/2010; (c) 01/31/2010–
02/14/2010; (d) 02/15/2010–03/01/2010; (e) 03/02/2010–03/16/2010; (f) 03/17/2010–03/31/2010. 

10 Days Ahead 
Considering the data from 2010 and 2011, we have 36 groups of 10 days in each of the periods 

WS and SF. Figure 12 shows six groups of samples of normalized histograms of the wind speeds, in 
blue, and fitted Weibull distribution functions, in orange, for group periods of 10 days each during 
the WS season for 2010. 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 12. Six groups of samples of normalized histograms of wind speeds, in blue, and fitted Weibull 
distribution, in orange, for group periods of 10 days each during WS season. Each graph corresponds 
to the following period (a) 01/01/2010–01/10/2010; (b) 01/11/2010–01/20/2010; (c) 01/21/2010–
01/30/2010; (d) 01/31/2010–02/09/2010; (e) 02/10/2010–02/19/2010; (f) 02/20/2010–03/01/2010. 

3.1.3. Parameters 

Each group of days is characterized by representative parameters of the weather conditions in 
that period. First, the scale and shape parameter Weibull parameters, as well as the average and mean 
wind speeds, categorize the wind resource. On the other hand, solar radiation, ambient temperature, 
relative humidity and atmospheric pressure are treated as normal distributions and, thus, their mean 
values are computed and considered. Table 4 shows the characteristic parameters for a sample of 
group periods of 10 days each during the WS season. The whole set of data is included in 

Figure 12. Six groups of samples of normalized histograms of wind speeds, in blue, and fitted Weibull
distribution, in orange, for group periods of 10 days each during WS season. Each graph corresponds
to the following period (a) 01/01/2010–01/10/2010; (b) 01/11/2010–01/20/2010; (c) 01/21/2010–01/30/2010;
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3.1.3. Parameters

Each group of days is characterized by representative parameters of the weather conditions in
that period. First, the scale and shape parameter Weibull parameters, as well as the average and mean
wind speeds, categorize the wind resource. On the other hand, solar radiation, ambient temperature,
relative humidity and atmospheric pressure are treated as normal distributions and, thus, their mean
values are computed and considered. Table 4 shows the characteristic parameters for a sample of group
periods of 10 days each during the WS season. The whole set of data is included in Supplementary
Materials. The average of the wind power and wind speed, as well as the mean wind speed calculated
from the distribution, are shown as well.

Table 4. Characteristic parameters for group periods of 10 days each during the WS season.

10-day
Group λ (m/s) k

(-)

Average
Solar

Radiation
(W/m2)

Average
Ambient

Temerature
(C)

Average
Relative

Humidity
(%)

Average
Atm

Pressure
(mbar)

Average
Wind
Power
(m/s)

Average
Wind
Speed
(m/s)

¯
u

(m/s)

1 4.08 2.00 180.44 8.06 59.28 774.86 55.14 3.66 3.61
2 6.27 2.00 200.99 7.02 68.77 772.57 200.70 5.35 5.56
3 8.04 2.00 262.32 11.02 39.22 770.77 413.51 7.33 7.13
4 6.65 2.00 184.73 7.80 66.92 769.76 239.22 6.17 5.90
5 7.00 2.00 195.05 9.51 64.07 770.81 278.25 5.71 6.20
6 8.15 2.00 304.64 9.70 39.85 770.98 429.45 7.76 7.23
7 7.68 2.00 246.50 12.57 38.99 771.59 363.64 6.81 6.81
8 6.55 2.00 324.38 11.24 26.15 772.40 228.36 6.10 5.80
9 6.43 2.00 347.04 13.88 26.10 772.63 216.41 5.89 5.70
10 6.71 2.00 304.84 16.77 30.41 772.94 245.53 6.34 5.95

This dataset contains the information to characterize the conditions for each n-day group at a
given season.

3.2. Predicting Weibull Distributions

The GP code was developed in MATLAB, following the algorithm described in Table 1.
Table 5 shows the specifications of the GP process to forecast the scale parameter of wind speed
Weibull distributions.

Table 5. Specifications of the GP process to forecast the scale parameter of wind speed
Weibull distributions.

Parameter Description

Objective: To find a mathematical function that accurately
forecasts the scale parameter of wind speed Weibull
distributions.

Population size: 100 individuals (mathematical functions).
Maximum number of tree nodes: 50
Forecast cases (Prediction horizons): 10, 15, 20, 25 and 30 days ahead groups.
Fitness function: MAPE function of the scale parameter (Equation (10)).
GP evolutionary operations: Crossover and Mutation.
Reproduction probability by mutation: 10%
Reproduction probability by crossover: 90%
Stopping criterion: 2000 generations

Using GP, the scale parameter parameters λ of the Weibull distributions are predicted at different
time horizons: 30, 25, 20, 15 and 10 days ahead. Figure 13 shows the predicted scale parameters at
different horizons. The blue and the gray dashed lines correspond to the values of the measured
and predicted values of the scale parameter in the WS season. The yellow and gray dashed lines
correspond to the values of the measured and predicted values of the scale parameter in the SF season.
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The horizons of the predictions are as follows: (a) 30 days ahead; (b) 25 days ahead; (c) 20 days ahead;
(d) 15 days ahead; and (e) 10 days ahead.
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Figure 13. Predicted scale parameters at different horizons. The blue and the gray dashed lines
correspond to the values of the measured and predicted values of the scale parameter in the WS season.
The yellow and the gray dashed lines correspond to the values of the measured and predicted values of
the scale parameter in the SF season. The horizons of the prediction are as follows: (a) 30 days ahead;
(b) 25 days ahead; (c) 20 days ahead; (d) 15 days ahead; and (e) 10 days ahead.

Note that the scale parameter is larger in the WS season than in the SF season, meaning that
the wind speed is higher in the WS season. Additionally, the predicted values are very close to the
measured values. In particular, in Figure 13, we see that the prediction is more accurate for larger
prediction horizons than for a short one. With the forecasted scale parameter, the forecasted wind
speed distribution is completely defined and the estimation of the wind power at different periods is
calculated in the next section.

3.3. Estimating Wind Power

The forecasted wind speed Weibull distribution is completely defined with the forecasted scale
parameter λ and the Rayleigh shape parameter k = 2. This dataset {λ, k} contains the information that
characterizes the wind speed conditions on an n-day group at a given season. In addition, considering
that the wind speed at the site of interest has annual averages close to 5.1 m/s, there is enough power to
drive a small-scale wind turbine generator, as stated in [11], with a power curve such as the one shown
in Figure 3. Thus, the predicted wind power at different intervals of time is computed using Equations
(6) and (7). Figure 14 shows the estimated and measured wind power for horizons of: (a) 20 days
ahead; (b) 25 days ahead; (c) 20 days ahead; (d) 15 days ahead; and (e) 10 days ahead. The blue
and yellow lines correspond to the measured wind power in the WS and SF seasons, respectively,
and the grey dashed lines correspond to the estimated wind power. Note that, as expected from the
predicted and measured scale parameters, the produced wind power in the WS season is higher than
the produced in the SF season. Nevertheless, although there is less power production during the SF
season, the behavior is steadier in that season. The first thing to note is that the estimated wind power
is smaller than the measured one. Moreover, the estimated wind power in the SF season is closer to the
measured value than in the WS season.
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correspond to the estimated wind power. 
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Figure 14. Estimated and measured wind power for horizons of: (a) 30 days ahead; (b) 25 days ahead;
(c) 20 days ahead; (d) 15 days ahead; and (e) 10 days ahead. The blue and yellow lines correspond to the
measured wind power in the WS and SF seasons, respectively, and the grey dashed lines correspond to
the estimated wind power.

To quantify the forecasting accuracy, we compute the forecasting errors in the next section.

3.4. Forecasting Errors

Figure 15 shows the forecast error E, as defined in Equation (8), for the estimated wind power for
horizons of: (a) 30 days ahead; (b) 25 days ahead; (c) 20 days ahead; (d) 15 days ahead; and (e) 10 days
ahead. The blue and yellow lines correspond to the WS and SF seasons, respectively. In Figure 15a–e,
as the interval of time decreases, the forecasting error increases. This means that the estimation of
wind power is more accurate at larger intervals of time, i.e. 30 days ahead, than at smaller intervals
of time, i.e. 10 days ahead. Additionally, the forecasting error is larger in the WS season than in the
SF season. This is because wind power behavior is steadier in the SF season than in the WS season
resulting in better forecasting accuracy during the SF season.

Table 6 shows the MAE and MAPE errors for the estimated wind power at future times, using
Equations (9) and (10), for the WS and SF seasons. As expected from the discussion concerning
Figures 14 and 15, the errors are smaller in the SF season than in the WS season, confirming that the
prediction is better in the SF season. Additionally, as mentioned above, the proposed approach to
estimate the produced wind power provides a better accuracy as the interval of time is larger. Thus,
a 30-day-ahead estimation results better than a 10-day-ahead estimation, confirming that the presented
methodology is a promising candidate for long-term estimation of wind power.

Table 6. MAE and MAPE values for the estimated values of wind power at different future times.

Prediction Period Winter-Spring MAE MAPE
(m/s) (%)

Summer-Fall MAE MAPE
(m/s) (%)

30 days ahead 0.31 17.62 0.29 24.14
25 days ahead 0.46 18.92 0.28 23.47
20 days ahead 0.55 20.97 0.32 25.05
15 days ahead 0.55 21.40 0.33 29.94
10 days ahead 0.52 23.74 0.33 26.93
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Figure 15. Forecast error E for the estimated wind power for horizons of: (a) 30 days ahead; (b) 25 days
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to the WS and SF seasons, respectively.

4. Discussion

In general, long-term forecasting is a difficult task since, for most of the methodologies,
the forecasting error becomes larger as the prediction horizon increases. However, as shown by
the results in this work, the proposed forecasting methodology provides better results as the prediction
horizon becomes larger. This trend relays on the fact that, even though the prediction of the scale
parameter could be better for smaller horizons, the fitting of the wind speed distribution to a Weibull
distribution is better as more data is provided, or equivalently as a larger interval of time is considered.
Hence, the proposed approach is a promising methodology for long-term wind power forecasting.

Likewise, it is important to recall that the randomness and intermittency of the wind resource
is the major challenge for the integration of wind power into electric power systems [58]. As such,
wind farms with large-scale wind turbines are typically connected to the high-voltage transmission
networks, while farms with small-scale wind turbines are ordinarily connected to the distribution
network, mainly as distributed energy sources [59]. In both cases, accurate prediction of wind power
generation for horizons up to 30 days ahead is a crucial ingredient for effective dispatch planning,
system planning, financial investments, operation management, optimal operation, maintenance cost
reduction and feasibility analysis of the wind farm [2,3]. Up to these days, most of the studies on
long-term wind power forecasts have been carried out for large-scale wind turbines that provide the
largest contribution of bulk renewable energy. It is only a matter of time that long-term wind power
prediction for small-scale wind turbines will become a must, as programs to achieve 100% energy
supply from renewables become commonplace all around the globe to mitigate climate change and
eliminate dependency on oil and its derivatives [60]. Therefore, the case study presented in this work,
with the chosen small-scale wind turbine, provides insights in this direction.

Similarly, it is interesting to compare the obtained results of our novel approach of probabilistic
forecasting for long-term wind power with results from different studies, even if most of the published
work has been done using deterministic forecasting. In [61], different models for wind power forecasting,
and a case study, are introduced. In particular, the authors performed long-term forecasting using the
wind speed and other meteorological variables with four methods involving ARIMA, neural networks
and hybrid combinations of them. They calculated the forecasting errors, finding promising results for
10 and 20 days ahead forecasting by using three of their methods. However, it is important to highlight
that a small MAPE in their predicted wind speed does not imply a small MAPE in the predicted wind
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power since the wind power is proportional to the wind speed cubed. In [62], an adaptive wavelet
neural network is used for long term wind power forecasting. Their predictions achieve good accuracy
as shown in the calculated MAPE but they forecast up to 72 h. In [63], a locally recurrent neural
network is used to predict wind speed and power up to a few days showing good results as shown
from their reported small values of MAE.

The following main advantages of our probabilistic approach are recalled: (a) the information
about the wind resource is not lost, in contrast with the deterministic approaches that use average
values of wind speed [64]; (b) the prediction horizon is flexible as far as the dataset and the nature of
the wind resource nature allow it; (c) the introduced methodology can be used for small and large
scale wind turbine generators; (d) the proposed methodology does not require a large amount of data
since GP is a search technique from machine learning that evolves a function to minimize the fitness
function, which in this case corresponds to the prediction errors, in contrast with other techniques
from artificial intelligence, such as neural networks, that requires a training and validation process [65];
and (e) there are few published works in long-term wind power forecasting (most of them are up to a
few days) and small-scale wind power, therefore this work boosts research in these directions.

There are many ways to extend this work to overcome its limitations. First, one can relax the
Rayleigh criteria and predict the scale and shape parameter of the distributions, since there are sites
where k , 2 fits better the characterization of the wind resource [66]. Moreover, even though there
are several sites with wind resources well-characterized by Weibull distributions [67–76], there are
sites with wind resources not well-described by Weibull distributions. For instance, in La Ventosa,
Mexico, the wind speed distribution follows a bimodal Weibull distribution [51]. In addition, on some
Greek islands located in the Eastern Mediterranean, the wind resource is better characterized by
two components, each of them with two-parameter Weibull PDF known as class 2 [77]. Similarly,
Carta et al. presented a review of wind speed probability distributions on the Canary Islands [34],
finding that the Weibull distribution is not suitable for all wind regimes. Moreover, a review of recent
progress in wind speed distribution selection finds that Weibull distribution is the most frequently
adequate distribution but there are others such as Wakeby and Kappa that better fit some sites [78].
Finally, Drobinski et al. remarked that the Weibull distribution does not describe well the high wind
potential and proposed Rayleigh–Rice super-statistical distributions for locations where the wind is not
isotropic [79]. Thus, this work could be extended to the more general Kernel probability distribution to
be applied in a bigger set of sites. In addition, it would be interesting to consider a larger database to
provide longer-term forecasting. However, one has to be careful about that since seasonality plays an
important role in data grouping and prediction horizons. Finally, even though the achieved results
are very promising with feasible forecasting error after comparing with measured data, it would be
interesting to perform similar probabilistic forecasting with other techniques, such as neural networks,
or multi regression, to compare the performance of them.

5. Conclusions

In this paper, we introduce a novel probabilistic forecasting method for long-term wind
power estimation using wind speed statistics, genetic programming, and wind turbine properties.
The methodology mainly consists of curve fitting the wind speed data, forecasting the wind speed
probability distribution function at a future time, and estimating the produced wind power. A case
study of a site in Mexico with an annual wind speed of 5.1 m/s and a wind resource well-described by
a Weibull probability distribution, as well as small-scale wind turbine technology, are employed to
show the feasibility of the proposed methodology obtaining very good results as can be seen in the
estimation accuracy graded with MAE and MAPE metrics.

The wind speed variability and intermittency are captured by Weibull distributions. Time
intervals of 30, 25, 20, 15 and 10 days of 10-min average data are used to fit the Weibull distributions.
These intervals correspond to the forecasted horizons of the same days ahead length. However,
a different interval of any number of days can be used as long as the available data and the seasonality
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of the wind resource allow a good fitting to the probabilistic density functions. However, in an interval
(prediction horizon) smaller than 10 days, it is difficult to treat wind speed data statistically. The larger
is the time horizon, the better is the statistical treatment of the data, and the better is the forecasted
result. However, the length of the interval is limited by the seasonality of the wind resource at the site
of interest. For the presented case study, the best forecast is obtained with time intervals, and prediction
horizons, of 30 days ahead. It is important to note that the same procedure can be applied to the case
where the wind resource is not appropriately described by Weibull probability distributions by using
better-suited distributions and predicting their characteristic parameters.

The prediction of the wind speed probability distribution function is carried out using genetic
programming, which is a heuristic technique that evolves the mathematical expression of the probability
distribution using genetic operators to find the expression that minimizes the distribution fitness
function in the prediction horizon. In this paper, the genetic programming forecasts the scale parameter
λ of the wind speed Weibull distribution. For the presented case study, the fittest probability distribution
functions are those for 30 days intervals, and for the summer–fall seasonality, given the nature of the
wind resource at the site.

Finally, the estimated produced wind power at a future time is calculated by integrating the power
curve of the wind turbine with the predicted probability distribution function.

Supplementary Materials: The meteorological database is available online at http://doi.org/10.5281/zenodo.
3691886. The data will be published once the paper has been accepted for publication.
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Nomenclature

v m/s Wind speed
fW(v;λ, k) − Weibull probability density function
fPDF(v) − Probability density function
λ m/s Scale parameter of the Weibull probability density function
k − Shape parameter of the Weibull probability density function
Ti − Percentage of time (of the total time used to construct the

Weibull PDF) where an amount of wind power is produced.
vl m/s Lower wind speed in a time interval
vu m/s Upper wind speed in a time interval
v m/s Mean wind speed from distribution
vave m/s Average mean wind speed from data
Γ(x) − Gamma function
I W/m2 Solar radiation
T C Ambient temperature
P mbar Atmospheric pressure
H % Relative humidity
PW W Produced power from wind turbine
Paverage W Produced power from a wind turbine in an interval of time
Pturb(v) W Power curve of the wind turbine as a function of the wind speed
Fgp − Set of NF functions used by the GP algorithm
fgp_n − n function used by the GP algorithm
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fgp_n − n function used by the GP algorithm
Tgp − Set of NT terminals used by the GP algorithm
agp_1 − n terminal used by the GP algorithm
fFIT − Fitness function used by the GP algorithm
g − Generation of GP
Pop(g) − Population at generation g
ι − Individual of the population
R2 − Coefficient of determination
Et Units of forecasted variable Forecast or residual error of a variable at a period t
Yt Units of forecasted variable Measured value of wind speed at a time period
Ft Units of forecasted variable Forecasted value of wind speed at a time period
N − Sample number of measured and forecasted values of variable
MAE Units of forecasted variable Mean Absolute Error
MAPE % Mean Absolute Percentage Error
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