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Abstract: The possibilities of collecting the necessary information using multi-touch cameras and
ways to improve road traffic data collection are considered. An increase in the number of vehicles leads
to traffic jams, which in turn leads to an increase in travel time, additional fuel consumption and other
negative consequences. To solve this problem, it is necessary to have a reliable information collection
system and apply modern effective methods of processing the collected information. The technology
considered in the article allows taking into account pedestrians crossing the intersection. The purpose
of this article is to determine the most important traffic characteristics that affect the traffic capacity
of the intersection, in other words, the actual number of passing cars. Throughput is taken as a
dependent variable. Based on the results of the regression analysis, a model was developed to
predict the intersection throughput taking into account the most important traffic characteristics.
Besides, this model is based on the fuzzy logic method and using the Fuzzy TECH 5.81d Professional
Edition computer program.
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1. Introduction

Urban transport systems under infrastructural constraints cannot cope with a continuous increase
in road traffic. Uncontrolled growth in the number of road vehicles leads to negative consequences,
such as an increase in accidents, harmful emissions, congestion, speed violations, etc. One of the popular
tools in the control and monitoring of traffic flows is video surveillance [1]. Basically, road video
cameras are used to record violations of traffic rules.

It should not be forgotten that the data obtained using video surveillance systems can be
successfully and effectively used to improve road and transport infrastructure [2]. This is especially
true for intersections, since it is on these sections of the road that the greatest number of problems
arise. Of great interest is the analysis of traffic jams. In the absence of congestion, the movement of
vehicles is carried out in normal mode. However, the presence of congestion requires intervention in
the organization of the road process. The search for the causes of congestion and ways to eliminate
them contributes to the efficient organization of traffic. An invaluable service in solving such a problem
can be the analysis of information received from multi-touch cameras [3]. It is necessary to develop a
methodology that allows using the information obtained from video cameras to analyze the traffic
situation and to identify the main features of the road infrastructure that most affect the causes of traffic
congestion. The solution of such a problem requires the widespread use of statistical and computer
methods. These and other issues are considered in this paper.

Given the infrastructure limitations of cities and the continuous growth of automobile traffic,
one of the main practices for maintaining the mobility of the population is to optimize the operation
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of traffic light regulation through the use of artificial intelligence. Most intersections contain traffic
signals for pedestrians and vehicles. And the places of marking, the geometry of intersections, and the
structure and intensity of traffic and pedestrian flows should also be taken into account when making
decisions for the algorithms of adaptive traffic lights. Street surveillance cameras were used in tasks of
recognizing dynamic objects based on neural networks, both for quantitative assessment of pedestrians
and drivers of vehicles at the intersection, and their patterns.

The main aim of the paper is, based on the collected data and with the help of statistical methods
of analysis, to define the most important characteristics of traffic systems that influence traffic capacity
of crossroads. This paper focuses on the development of a mathematical model of traffic at intersections
based on fuzzy logical analysis methods. The developed model allows you to make forecasts of the
throughput of intersections, depending on their characteristics.

The algorithm of the proposed methodology based on fuzzy mathematical analysis can be
expressed in the form of the following logical scheme: (1) identification of independent and dependent
variables that affect traffic; (2) collecting data on identified variables using road cameras; (3) multivariate
regression analysis of the collected information; (4) on the basis of the regression analysis to find the
independent variables that most affect the dependent variable; (5) the creation of a fuzzy logical model
according to the results of the study; (6) determination of ways to improve traffic characteristics.

The generally accepted methods for tracking objects are based solely on obtaining parameters of
the movement of objects with the subsequent use of optimization methods [4]. These methods solve
the problem of combining on a frame-by-frame basis, but their combinatorial complexity exponentially
depends on the number of objects being tracked, which makes them unsuitable for real-time tracking.
The developed technology allows you to calculate and classify vehicles in the directions of movement
with an average percentage error of less than 10% [5]. Our solution allows to increase the capacity and
safety of intersection c given the nature and parameters cross the roadway in groups of pedestrians
and drivers behavior to ensure minimal inconvenience to pedestrians.

The methods of statistical analysis in our article, in particular the multiple regression analysis [6],
allowed us to identify independent variables that most affect the dependent variable, which is the
actual number of passing cars. These independent variables are: Duration of the resolving signal of a
traffic light; The curvature of the carriageway when turning right and some others. By identifying
the most significant reasons that affect the capacity of intersections, the traffic can be optimized.
In addition, with help of the cluster analysis [7], it was divided the set of the studied intersections,
characterized by a set of features (variables), into groups (clusters) that are homogeneous in the
corresponding understanding. In other words, it was solved the problem of classifying the intersections
under consideration and identifying the corresponding structure in it. It was used the multidimensional
scaling [8] as a tool for visual presentation (visualization) of the source data. It allows presenting
complex data in a visual form, which facilitates their perception and interpretation in comparison with
a tabular form. The conducted factor analysis [9] allowed us to compress twenty-one initial variables
to five factors (principle components), which creates prerequisites for simplifying further statistical
analysis and interpretation of the results of the study.

Our paper is structured as follows. In Section 2, it is briefly discussed the relevant works of video
recording of road users and analysis of the collected data. In Section 3 there is the focus on the aim and
scope of our paper. Section 4 describes the traffic analysis technique developed on the basis of fuzzy
mathematics. The developed methodology allows predicting the possible formation of traffic jams and
the capacity of intersections by the initial values of road characteristics and parameters. In Section 5,
it has been described the results obtained in the investigation. Section 6 presents the brief conclusions
on the work.

2. Literature Review

Currently the calculation and categorization of road transport is an important task, as evidenced
by many publications on this subject. Collision avoidance is an important feature of modern systems
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to ensure timely and reliable warning measures before an imminent collision. In [10], a set of measures
was developed and implemented with the interaction of SCANeR and Matlab / Simulink computer
programs. The self-tuning methodology of the LiDAR sensor network and its implementation are
presented in [11]. Reliability of sensors is one of the most important problems for using IoT data in the
automotive and manufacturing sectors [12,13].

Yiren Zhou et al. in their paper [14] use the Deconvolutional Neural Network. The average
recognition accuracy was 86%. However, the authors used only cameras removing the car from the rear
view. Debojit Biswas et al. developed and implemented two algorithms BSM and OverFeat Framework
for automatic counting of cars based on the Convolution Neural Network (CNN) [15]. Accuracy is
assessed by comparison with manual counting. The average recognition accuracy was 96.55%.
The system was trained on 3698 images in which 6 classes were allocated. Authors used available dataset
from Stanford Image-net library [Image Net Library. Available online: http://imagenet.stanford.edu/].

The paper [16] written by Fukai Zhang, Ce Li and Feng Yang took a different approach. The authors
did not attempt to develop their own system. They took trained networks and made an application
for counting road transport based on the Convolutional Neural Networks. The studies showed
a good result. However, as can be seen from the examples given in the paper, if the camera was
taken for tests from a different angle, then the recognition percentage fell. Despite the availability of
ready-made datasets, as well as a variety of ready-made solutions, a number of unsolved problems
remain. For example, the quality of the images from the cameras differ from each other, and this leads
to the fact that the neural network learn on the existing dataset, but it does not recognize the image
from the necessary cameras other than those on which the dataset was going. Another problem is
the location of the camera. If the camera hangs from a different angle, the same problem arises as
with the image quality. Therefore, until a universal algorithm has been developed for detecting and
classifying automobile transport, it is necessary to select your own tools for each task and create your
own datasets.

Vehicle detection methods in the deep CNN region first create candidate regions in the image
and then classify each one. Region-based convolutional neural network (R-CNN) [17] uses a selective
search algorithm [18] to increase the accuracy of observations. The vehicle detection and classification
are important parts of intelligent transport systems. In this case, various types of information are used
to detect and classify vehicles, for example, an acoustic signature [19], a radar signal [4], a frequency
signal [20] and an image representation [21].

Tianyu Tang et al. in their article [22] they propose using a convolutional neural network for
the direct generation of randomly oriented detection results. Their approach, called Oriented_SSD
(Single Shot MultiBox Detector, SSD), uses a set of default blocks with different scales at each location
on the object map to create bounding detection blocks. Jianming Zhang et al. introduced the Chinese
traffic sign detection algorithm [23], based on a deep convolution network. To detect Chinese road
signs in real time, the authors proposed an end-to-end convolutional network based on YOLOv2.
The highest detection rate was 0.017 seconds per image. You can note the methods of object detection
based on regression. For example, the YOLO regression method [24] splits the input image into
several grids and predicts a bounding box and reliability directly in each grid. The improved YOLOv2
model [25] uses an anchor cell to provide a compromise between speed and accuracy.

To ensure good performance in vehicle detection, an algorithm based on sensors has been
proposed [26]. This algorithm provides significant improvements in accuracy over existing methods.
The paper [27] proposed the associated R-CNN method, which combines a network of exact vehicle
offers and a network of vehicle attribute studies in order to detect vehicles quickly and accurately.
A vehicle detection algorithm is also proposed that uses convolutional neural networks based on a
spatial pyramidal pool [28].

Buch et al. presented a brief overview of intelligent traffic monitoring systems using road
cameras [29]. Daigavane and Bajaj [30] developed a background recording and segmentation method
using a morphological operator. In this study, a system was developed for the dynamic detection
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and counting of objects on highways. Chen et al. in their work [31] consider problems associated
with uncontrolled image segmentation and object modeling using multimedia inputs to describe the
spatial and temporal behavior of an object to monitor traffic. Gupte et al. in their work [32] suggested
some algorithms for detecting and classifying vehicles based on monocular images of motion scenes
are presented.

A new method for detecting a single RefineDet object is presented in [33]. This method
simultaneously optimizes the modules for updating the anchor and object detection, which allows
you to effectively detect the object. The article [34] describes the structural logical network (SIN)
and proposes to consider the detection of objects as a problem of displaying the graph structure and
obtaining the desired result. To solve the problem of scaling when detecting an object, the article [35]
presents a scalable network for detecting an object based on a dense convolutional network.

Suichan Li in [36] proposed processing several adjacent frames to better cope with blur and
short-term occlusions. Xiaoliang Wang et al. [37] investigated the use of focal loss. Tsung-Yi Lin et al.
in [38] they controlled vehicles and showed that loss of focus provides a significant improvement in
performance. Xiaowei Hu et al. [39] focused on increasing the reliability of scaling.

Article [40] is devoted to statistical university network traffic using self-similarity methods and
chaos analysis. In this case, the measurement results are processed by calculating the Hurst index.
Assessment of the reliability of the analysis results is given on the basis of statistical methods. Note that
reliable results based on chaos methods are difficult to obtain.

In [41], a network traffic model is proposed, in which it is suggested to substantiate the normal
operation of the network using the asymptotic distribution of the difference between successive
estimates of the model parameters. Experimental results showed that the system is able to detect
unusual changes in the characteristics of network traffic. In [42] it is presented a method for detecting
anomalies through a neural network with controlled long-term memory (LSTM). The mean, median and
M-score are often used in statistical tests for the detection of anomalies [43]. The aim of the study [44]
was to model the structure and functioning of a complex information system that takes into account
operators and users [45].

3. Methods

3.1. Objective and Scope

The parameters of pedestrian flows and regulated intersections to varying degrees affect the
bandwidth when turning right. Existing methods do not take into account the number of pedestrians,
the length of the intersection arc, or the place for marking-stop-line and the crosswalk in the adaptive
traffic light settings. All these factors, to one degree or another, affect the bandwidth of the lane at an
adjustable intersection with movement only to the right. The most common way to solve the increase
in throughput is to limit the allowance for pedestrian traffic to the time required to cross the road.
This solution is uncomfortable for pedestrians, due to the increase in the waiting time for the enabling
signal. Interpretation of big data obtained on the basis of a computer vision of the patterns of drivers
and pedestrians, taking into account the geometry of the intersection and the location of the marking
lines, allows one to determine the most effective solutions to the problems of increasing the intersection
throughput (Figure 1).
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Figure 1. Examples of intersections where cars pass through a green traffic light and pass pedestrians
at a pedestrian crossing: (a) 11.03.2019; (b) 11.04.2019; (c) 12.17.2019; (d) 12.18.2019. (Source: Authors).

The novelty of the approach presented is the presentation of a correlation between the behavior
of pedestrians and drivers of vehicles on the basis of the task of using fuzzy controllers, in order to
reduce time losses when crossing intersections.

This study is aimed at collecting, processing and analyzing information about the traffic situation
and the movement of vehicles at congested street intersections. The proposed system can calculate
and classify vehicles by driving directions with an average percentage error that is less than 10%.
A distinctive feature is the consideration of pedestrians crossing the intersections in different directions.
Information processing is performed using the SPSS computer program. When processing the
information, the characteristic of the traffic flow is as follows: “The actual number of passing cars.”
This variable is the dependent one (the last one in Table 1). The independent variables are all the others
indicated in Table 1. The purpose of this study in this article is to develop a methodology that allows
us to identify the main factors affecting the throughput of intersections in a congested environment.

Analysis of the results of information processing allows us to do this. In addition, clustering
intersections provides a visual representation of the source data. Achieving this goal will allow taking
the right steps to improve road and transport logistics. It is important to note that the results obtained
make it possible to make predictions about throughput of an intersection under given conditions.
Examples of such predictions are given in this work.

Table 1. Variable description.

Variable Units

Duration of the resolving signal of a traffic light seconds
The number of pedestrians in the direction of the vehicle (right) one unit
The number of pedestrians in the direction of the vehicle (left) one unit

The duration of the 1st free window in the pedestrian stream for driving seconds
Number of vehicles driven in the 1st window one unit

The duration of the 2nd free window in the pedestrian flow for driving seconds
Number of vehicles driven in the 2nd window one unit

The duration of the 3rd free window in the pedestrian stream for driving seconds
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Table 1. Cont.

Variable Units

Number of vehicles driving in the 3rd window one unit
Driving time through the free window in the pedestrian flow, taking into account the distance

of 1 m to the pedestrian crossing and its release seconds

Number of vehicles in the queue due to waiting for pedestrians to pass one unit
t1—time of movement of the 1st vehicle from the stop line to the beginning of rounding seconds

t2—time of movement of the 1st vehicle in an arc (until the exit from the turn) seconds
t3—the time of movement of the 1st vehicle on the segment of approach to the pedestrian

crossing after exiting from the turn seconds

t4—time of leaving the 1st vehicle of the pedestrian crossing, taking into account the distance
of 1 m to the pedestrian crossing and its release seconds

Number of vehicles completing the passage to the red signal of the traffic light one unit
L1—the distance from the stop line to the border of the intersection with the conflicting

direction meters

L2—the curvature of the carriageway when turning right meters
L3—the distance from the end point of the curvature of the carriageway (intersection border)

to the pedestrian crossing when turning right meters

Sampling for the maximum possible number of vehicles driving without pedestrians one unit
The actual number of passing cars one unit

(Source: Authors).

3.2. Research Methodology

The developed system based on trained neural networks uses video images to calculate the
speed and orientation of objects that appear on the road scene. The work is focused on the use of
a fuzzy logic controller for receiving and processing information for making decisions about the
operation of a pedestrian traffic light. In turn, the quantitative and qualitative characteristics of the
movement of vehicles has a place of marking the “stop line” of the intersected pedestrian crossing
and the length of the rounded turn. The system detects the presence of vehicles by means of object
recognition and determines dynamic windows in the pedestrian flow sufficient for the passage of
transport. The accumulation of such data makes it possible to obtain a powerful tool for adapting the
work of traffic lights to meet the interests of pedestrian and automobile traffic.

The proposed approach is a more comfortable and safer way to organize pedestrian traffic while
maintaining the capacity of the regulated intersection.

The research methodology in this article includes the selection of variables for which data is
collected, the method of data collection, the use of statistical methods for processing the collected
information, and the interpretation of the results obtained.

In this study, the data were collected for various intersections in Chelyabinsk (Russia). At each
intersection, lanes were selected that meet the following requirements: turn right and conflict with
pedestrians in a jam state. Twenty-five such bands were selected. The data was collected over a certain
period of time from “date” to “date”. The data was collected using software developed in South Ural
State University (Chelyabinsk). The set of the variables from the video stream used in the study is
presented in Table 1.

A free window means the time sufficient for the passage of transport when pedestrians are not
present at the pedestrian crossing and do not interfere with traffic on the lane with permitted traffic
only to the right. The first free window-when transport begins to move on the allowing signal of the
traffic light at turn to the right, pedestrians are absent. The second open window is when pedestrians
leave the intersected lane, with the permitted traffic only to the right, at the pedestrian crossing on the
allowing signal of the traffic light and release it for the passage of transport.

A crossroad is the place of intersection, junction, or fork of roads at the same level, limited by
imaginary lines connecting the opposite, farthest from the center of the intersection, the beginning of
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curvature of the carriageway. The geometry of the intersection, especially the length of the arc when
turning right and the place of marking (stop lines, crosswalks), largely determines its throughput.
Pedestrian exit times and the start of vehicles at regulated intersections are usually the same. This does
not take into account the time during which the vehicle travels from the stop line to the pedestrian
crossing and the parameters of pedestrian traffic. Studies have shown that pedestrian and car traffic
are heterogeneous at different intersections. In our investigation it was tried to establish the effect of
the length of the arc, the location of the marking and the parameters of pedestrian traffic on the traffic
capacity of the intersection. L1 is the distance from the stop line to the border of the intersection with
the conflicting direction, m; L2 is the curvature of the carriageway when turning right, m; and L3 is the
distance from the end point of the curvature of the carriageway (intersection border) to the pedestrian
crossing when turning right, m.

Data, such as the duration of the permissive signal of the traffic light, are open data of the work of
traffic lights. These data were compared with a video timer. Data L1, L2, L3 are static characteristics of
the intersection.

A feature of the data acquisition system is that it is designed specifically for stationary multi-sensor
outdoor cameras. The study was conducted in Chelyabinsk city, Russia. The system works with
Intersvyaz company’s outdoor cameras (http://intersvyaz.ru/). The system uses software that works on
the basis of neural networks. For recognition of road transport and pedestrians the system uses the
Mask R-CNN or its variation Faster R-CNN. Some examples of the images from the road cameras with
markup can be seen in Figures 2 and 3.
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tags of observations (Figure 3) are placed on the images obtained from video cameras directly, and not
from photographs from video surveillance as is done in the vast majority of similar studies.

The formation of many training data is of fundamental importance for the successful operation
of neural networks. Because of their active development, the problem of forming a training sample
is very relevant, since in many tasks deep neural networks demonstrate a quality that significantly
exceeds other machine learning algorithms. In total, the training and test samples contain 982 images.

To implement the application, we used the Simple Online and Real-time Tracking (Sort) video
tracking algorithm, since it has a good compromise between speed and accuracy. This is an algorithm
designed to track multiple objects based on elementary data association and state estimation methods.
Sort provides the necessary functionality for tracking the consistency of detection objects in several
frames and is suitable for online tracking applications in which only past and current frames are
available, and the method creates identification of objects on the fly.

The approach chosen provides accuracy comparable to more sophisticated online trackers.
In addition, due to the simplicity of this tracking method, the tracker is updated with a frequency of
260 Hz, which is more than 20 times faster than other modern trackers.

3.3. Statistical Methods

In our paper, they were widely used the statistical methods for processing and analyzing
information obtained from road sensory surveillance cameras for road situations at intersections.
These methods characterize the quantitative laws of transport flows in close connection with their
qualitative content.

The problems of statistics in our study are most closely related to real life and are associated with
the detection of trend characteristics of road traffic at intersections under traffic congestion conditions.
In this paper they were used such modern statistical analysis methods as: multiple regression analysis
and methods of multidimensional scaling, and others.

The use of statistical methods in our work is due to our desire to show that in the study of traffic
flows it is important not only to collect data from video cameras quickly and accurately, but also to
be able to process the collected information using appropriate statistical methods. Today, given the
wide distribution of high-performance sensor systems, the collection of information does not present
significant difficulties. The foreground is the ability to process the received information properly.
It was processed the information using the SPSS (Statistical Package for Social Sciences) computer
program. The use of statistical data contributes to familiarization of specialists in transport logistics
with the situation on the roads, provides adaptation to changing conditions and making the right
management decisions.

3.4. Data Post-Processing

In this section, it will be carried out statistical processing of the data obtained from the multi-touch
video surveillance systems in conditions of traffic congestion. The processing is carried out using the
computer program SPSS. The applied statistical methods include multidimensional regression. For a
visual representation of the results of the study it is used the method of multidimensional scaling.

3.4.1. Multiple Linear Regression

Multiple regression analysis allows us to select from the totality of the initial variables those that
have the most significant impact on the throughput of intersections under traffic congestion conditions.
In addition, this analysis makes it possible to rank the selected variables according to the degree of their
influence on the throughput of intersections and to quantify the degree of this influence. The multiple
regression, constructed as a result of the analysis, makes it possible to predict the throughput of the
intersection in terms of specific values of its initial characteristics. It is very important from a practical
point of view.
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As the dependent variable, it is taken “The actual number of passing cars”, since this variable is
the criterion of the intersection capacity. The remaining variables from Table 1 are taken as independent
ones. For the analysis in the package of statistical computer programs SPSS, it is chosen the option
“Multiple linear regression analysis”.

The coefficient of multiple correlation R (Table 2) reflects the connection of the dependent variable
“The actual number of passing cars” with a set of the independent variables and is equal to 0.958. It is
found that the adjusted R2 of our model is 0.409 with the coefficient of multiple determination R2 =0.902.
This means that the linear regression explains 90.2% of the variance in the data, which is a very good
result. The Durbin-Watson d = 1.533, which is between the two critical values of 1.5 < d < 2.5. It can
be assumed that there is no first order linear autocorrelation in our multiple linear regression data.

Table 2. Variable description.

Model R R Square Adjusted R Square Std. Error of the Estimate Durbin-Watson

1 0.950 0.902 0.409 1.881 1.533

(Source: Authors).

The absence of a negative phenomenon of heteroscedasticity is confirmed by the residual diagram
(Figure 4).
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There is no pattern in the scatter. From the scatterplot it can be seen no clear relationship between the
residuals and the predicted values which is consistent with the assumption of linearity. The dispersion
of residuals over the predicted value range between −1 and 1 looks constant. The assumption of
homoscedasticity has been met.

In Table 3 we present the results of the multidimensional regression.
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Table 3. Values of the coefficients of the multiple regression.

Coefficients

B Beta

Unstandardized
Coefficients

Standardized
Coefficients

(Constant) 0.614
Duration of the resolving signal of a traffic light 0.303 1.275

Sampling for the maximum possible number of vehicles driving
without pedestrians −0.360 −0.752

L2—the curvature of the carriageway when turning right 0.189 0.573
t4—time of leaving the 1st vehicle of the pedestrian crossing, taking

into account the distance of 1 m to the pedestrian crossing and its
release

0.358 0.522

Number of vehicles driven in the 2nd window 0.461 0.426
The number of pedestrians in the direction of the vehicle (left) −0.280 −0.417

L1—the distance from the stop line to the border of the intersection
with the conflicting direction −0.184 −0.396

The duration of the 1st free window in the pedestrian stream for
driving −0.099 −0.268

t2—time of movement of the 1st vehicle in an arc (until the exit from
the turn) 0.242 0.250

Number of vehicles driven in the 1st window 0.272 0.232
The duration of the 3rd free window in the pedestrian stream for

driving −0.392 −0.210

The duration of the 2nd free window in the pedestrian flow for driving 0.102 0.166
The number of pedestrians in the direction of the vehicle (right) −0.117 −0.159

Number of vehicles driving in the 3rd window 0.531 0.106
Driving time through the free window in the pedestrian flow, taking

into account the distance of 1 m to the pedestrian crossing and its
release

0.056 0.098

Number of vehicles in the queue due to waiting for pedestrians to pass 0.099 0.098
L3—the distance from the end point of the curvature of the

carriageway (intersection border) to the pedestrian crossing when
turning right

0.049 0.062

t1—time of movement of the 1st vehicle from the stop line to the
beginning of rounding −0.068 −0.046

t3—the time of movement of the 1st vehicle on the segment of
approach to the pedestrian crossing after exiting from the turn 0.110 0.041

Number of vehicles completing the passage to the red signal of the
traffic light 0.013 0.005

(Source: Authors).

The standardized regression coefficients (Table 3) allow us to identify the most significant
independent variables (factors) that affect the actual number of passing cars. From the table it follows
that the variable Duration of the resolving signal of a traffic light has the greatest effect on the dependent
variable. Further, in a descending order, the variables follow such as: Sampling for the maximum
possible number of vehicles driving without pedestrians, L2-the curvature of the carriageway when
turning right, t4-time of leaving the 1st vehicle of the pedestrian crossing, taking into account the
distance of 1 m to the pedestrian crossing and its release, Number of vehicles driven in the 2nd window,
etc. By the ratio of the corresponding standardized coefficients, one can judge the strength of this
influence of one variable compared to another.

In addition, the constructed regression allows us to make predictions for the dependent variable.
For example, suppose that there is the following set of values for the independent variables: Duration of
the resolving signal of a traffic light = 49 s; L1 = 12; L2 = 15; L3 = 4; the number of pedestrians
in the direction of the vehicle (right) = 7; the number of pedestrians in the direction of the vehicle
(left) = 8; the duration of the 1st free window in the pedestrian stream for driving = 10 s; number of
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vehicles driven in the 1st window = 3; the duration of the 2nd free window in the pedestrian flow
for driving = 5 s; number of vehicles driven in the 2nd window = 1; the duration of the 3rd free
window in the pedestrian stream for driving = 2 s; number of vehicles driving in the 3rd window = 1;
driving time through the free window in the pedestrian flow, taking into account the distance of 1 m
to the pedestrian crossing and its release = 7 s; number of vehicles in the queue due to waiting for
pedestrians to pass = 4; t1—time of movement of the 1st vehicle from the stop line to the beginning of
rounding = 5 s; t2—time of movement of the 1st vehicle in an arc (until the exit from the turn) = 6 s;
t3—the time of movement of the 1st vehicle on the segment of approach to the pedestrian crossing after
exiting from the turn = 2 s; t4-time of leaving the 1st vehicle of the pedestrian crossing, taking into
account the distance of 1 m to the pedestrian crossing and its release = 12 s; number of vehicles
completing the passage to the red signal of the traffic light = 8; and sampling for the maximum possible
number of vehicles driving without pedestrians = 22. Then the value of the dependent variable (the
actual number of passing cars) will be 13.

3.4.2. Multidimensional Scaling

Multidimensional scaling is used as a tool for visual presentation (visualization) of source
data. It allows presenting complex data in a visual form, which facilitates their perception and
interpretation in comparison with a tabular form. In our case, the intersections under study are
described by twenty-one variables. However, using the ALSCAL (Alternating Least-squares SCALing)
multidimensional scaling procedure, it is possible to compress the dimension of the original space to
two and present the totality of the intersections being studied as points on a plane. In this case, there is
some distortion of information, but the methods of multidimensional scaling are designed so that these
distortions are minimal. The results of the multidimensional scaling are shown in Figure 5.
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Proximity of the points in Figure 6 indicates the degree of similarity of the corresponding
intersections across the entire set of source variables. For example, the intersections of Pob_40Let_E_1R
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and Pob_40Let_W_1R, Son_Sve_W_1R and Len_kras_N_1R are quite close in their characteristics.
However, Pob_Sve_N_1R, Sal_Kmr_N_1R and Kras_Kash_N_1R intersections are very different from
the other ones. Besides, one can see that these intersections are very different from each other. A detailed
analysis of the results will allow us to make the right management decisions to improve the transport
and logistics infrastructure.

4. Fuzzy Method

In the previous sections it was noted that The actual number of passing cars (Output) is taken as
the dependent variable. In our studies, it varies from 0 to 20. As shown by multiple regression analysis,
the dependent variable is most affected by the independent variable Duration of the resolving signal of
a traffic light (Input1), which varies from 16 to 60. Then the independent variables go Sampling for the
maximum possible number of vehicles driving without pedestrians (Input2) ranging from 0 to 30 and
L2-the curvature of the carriageway when turning right (Input3) ranging from 7 to 40.

The obtained results make it possible to construct a model based on fuzzy mathematical method
and fuzzy TECH computer program for predicting the values of the dependent variable Output
depending on the values of the independent variables Input1, Input2, Input3. The block diagram of
the constructed model is shown in Figure 6.
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For the independent variables Input1, Input2, Input3 number of terms is taken equal to 3
(low, medium, high). For the dependent variable, Output number of terms is set to 5 (very low, low,
medium, high, very high). The distribution of the values of the independent variable Input1 is shown
in Figure 7a. Similar distribution of values takes place for the independent variables Input2 and Input3.
For the dependent variable Output, the distribution of values is shown in Figure 7b.
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By setting the relationship among the dependent and independent variables using the Speadsheet
rule editor block (Figure 8), the fuzzy logic model for predicting the values of the dependent variable
was developed. For example, if there are the values Input1 = 49, Input2 = 22, Input3 = 15, then the value
of the dependent variable will be Output = 13.5. (Figure 9). Note that when we performed multiple
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regression analysis with the same values of independent variables Duration of the resolving signal
of a traffic light (Input1), Sampling for the maximum possible number of vehicles driving without
pedestrians (Input2) and L2-the curvature of the carriageway when turning right (Input3), we got that
The actual number of passing cars (Output) was equal to 13. As you can see, the results are very close
and the difference in the results does not exceed 5 percent.
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Figure 10 shows a three-dimensional graph of the function Output (Input1, Input2).

Energies 2020, 13, x FOR PEER REVIEW 14 of 18 

Figure 10 shows a three-dimensional graph of the function Output (Input1, Input2). 

 
Figure 10. Graph of function Output (Input1, Input3). (Source: Authors). 

Similarly, it is possible to get graphs of the functions Output (Input1, Input3) (Figure 11) and 
Output (Input2, Input3) (Figure 12). Using the constructed surfaces, one can also make predictions 
for the values of the dependent variable Output. 

 
Figure 11. Graph of function Output (Input1, Input3). (Source: Authors). 

Figure 10. Graph of function Output (Input1, Input3). (Source: Authors).

Similarly, it is possible to get graphs of the functions Output (Input1, Input3) (Figure 11) and
Output (Input2, Input3) (Figure 12). Using the constructed surfaces, one can also make predictions for
the values of the dependent variable Output.
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5. Results and Discussion

This paper describes a data collection system for detecting vehicles in urban traffic monitoring.
The system works with Intersvyaz street cameras and is a software based on neural networks.
For recognition of vehicles and pedestrians, the system uses the R-CNN mask.

Based on the data obtained, a multiple regression analysis was carried out, which made it possible
to identify the characteristics of intersections that most influenced their traffic capacity. Based on the
identified characteristics, a model was developed based on fuzzy logic methods and the Fuzzy TECH
5.81d Professional Edition computer program. The developed model allows you to make forecasts for
the throughput of intersections, depending on the characteristics of the transport system.

Comparison of the results obtained using multivariate regression analysis and fuzzy modeling
methods showed good convergence. The error of the results is in the range of 5–10 percent. As the
experimental results showed, the proposed system can calculate vehicles and classify their direction of
movement during peak hours on weekdays with an average absolute percentage error of less than
10%. The proposed method provides more accurate detection of small vehicles. It is important to note
that the proposed method tracks not only vehicles, but also pedestrians.

6. Conclusions

The statistical analysis of the collected information made it possible to identify the most important
characteristics of the intersections that affect their throughput under traffic congestion conditions.
They are the following:

• Duration of the resolving signal of a traffic light has the greatest effect on the dependent variable.
• Sampling for the maximum possible number of vehicles driving without pedestrians.
• The curvature of the carriageway when turning right.
• Time of leaving the 1st vehicle of the pedestrian crossing, taking into account the distance of 1 m

to the pedestrian crossing and its release.
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• Number of vehicles driven in the 2nd window.

An analysis of the results of the regression analysis made it possible to develop a model of
vehicle traffic at intersections based on the methods of fuzzy mathematical logic and the corresponding
computer program. The developed model allows you to make forecasts of the throughput of
intersections, depending on their initial parameters. Besides, this analysis allows you to provide
the implementation of segmentation of the intersections by initial characteristics and visualization
of the results obtained. Studies have shown that by obtaining data on the patterns of drivers and
pedestrians at a particular intersection, it is possible to reduce the waiting time for a traffic light signal
for pedestrians by up to 30% compared to conventional adaptive systems.
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