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Abstract: Superheated steam temperature (SST) is a significant index for a coal-fired power plant.
Its control is becoming more and more challenging for the reason that the control requirements are
stricter and the load command changes extensively and frequently. To deal with the aforementioned
challenges, previously the cascade control strategy was usually applied to the control of SST. However,
its structure and tuning procedure are complex. To solve this problem, this paper proposes a
single-loop control strategy for SST based on a hybrid active disturbance rejection control (ADRC).
The stability and ability to reject the secondary disturbance are analyzed theoretically in order to
perfect the theory of the hybrid ADRC. Then a tuning procedure is summarized for the hybrid ADRC
by analyzing the influences of all parameters on control performance. Using the proposed tuning
method, a simulation is carried out illustrating that the hybrid ADRC is able to improve the dynamic
performance of SST with good robustness. Eventually, the hybrid ADRC is applied to the SST system
of a power plant simulator. Experimental results indicate that the single-loop control strategy based
on the hybrid ADRC has better control performance and simpler structure than cascade control
strategies. The successful application of the proposed hybrid ADRC shows its promising prospect of
field tests in future power industry with the increasing demand on integrating more renewables into
the grid.

Keywords: superheated steam temperature; hybrid active disturbance rejection control; single-loop
control strategy; tuning procedure; power plant simulator

1. Introduction

With the continuous increase of the power demand and the development of renewable energy
in the electricity market, power plant control remains a challenging problem [1]. By 2040, the global
net generation is predicted to increase at a rate of 2.2% annually [2]. As a result, the utilization of
renewable energy such as solar, wind power and hydropower are anticipated to increase by 2.8%
per year in order to alleviate the dependency on the consumption of fossil fuel [2]. When the time
comes, the renewable energy generation will account for quarter of the total generation in the world.
However, the randomness and intermittency of renewable power bring huge challenges to the stability
and reliability of the grid [3]. One of the feasible solutions to solve this problem is accelerating the
respond speed of automatic generation control (AGC) in power plants.

Superheated steam temperature (SST) is regarded as a vital parameter in the daily operation of a
coal-fired power plant. The superheater and the high-pressure components of the steam pipelines
could be damaged if the SST is beyond its upper limit. On the other hand, if the SST is lower than
its lower limit, the power generation efficiency would decrease which may influence the economical
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operation of the turbines. Therefore, most researchers recommended that SST should be in the range of
±5 ◦C of its set point [4]. The significance of the control of SST is to ensure the units work safely and
efficiently. Generally, in terms of subcritical units, the SST of most power plants should remain within
a 530 ◦C to 545 ◦C range.

Since the SST is a typical thermal process with great inertia and large delay, a cascade control
structure is commonly applied to the SST. Proportional-integral (PI) controllers are chosen as the
inner-loop controllers while proportional-integral-derivative (PID)/PI controllers are chosen as the
outer-loop controllers. However, when the working conditions change widely, the conventional PI
cascade control of SST is not able to achieve satisfactory control performance with the limit of PI
controller [5]. Consequently, many advanced and improved control strategies were proposed to handle
the control difficulties such as model predictive control (MPC) [6], neural network [7], fuzzy control [8]
and fractional order proportional integral differential (FOPID) control [9]. Although these control
strategies are able to obtain satisfactory control performance in simulation experiments, they are rarely
used in a practical unit due to following reasons:

1. Some advanced controllers should be designed based on the accurate mathematical model of SST.
However, it is difficult to obtain the accurate mathematical description of SST for the reason that
the characteristics of SST changes with the working conditions.

2. Because of their complexities in computation, most of advanced strategies are unable to be
implemented on the distributed control system (DCS) of a power plant.

In addition to SST, many industrial processes cannot be described by explicit mathematical models.
Therefore, the controllers, which are designed not based on models, play an important role in modern
industry. In terms of the tower crane system, the model-free adaptive control (MFAC) [10] are applied
to it combined with fuzzy component [11]. This application shows the promising prospect of the
model-free controller.

Active disturbance rejection control (ADRC), proposed by the Chinese scholar Han, is regarded as
the successor of PID controller in the control synthesis of modern industry [5]. Its core idea is that
uncertainties, modeling error and external disturbances are considered as an extended state in total
which is able to be estimated and compensated actively by the extended state observer (ESO) [12]. In
addition, ADRC inherits the advantages of PID and has less dependency on the accurate models of
processes. However, ADRC was first proposed in a nonlinear form which makes its implementation
on DCS complex as well. In order to solve this problem, Gao simplified the nonlinear ADRC into the
linear form and proposed its tuning procedure based on the bandwidth-parameterization [13]. This
simplification lays a foundation for the field application of ADRC. In recent years, the linear ADRC is
widely used to solve problems in engineering, especially in the control of thermodynamic objects such
as circulating fluidized bed (CFB) boilers [14], waste heat recovery systems [15], gasifiers [16], nuclear
heating reactor [17], secondary air flow [18], proton exchange membrane fuel cell [19,20], vibration
suppression [21] and heavy-duty diesel engine [22]. These applications show the developing prospects
of ADRC in industry.

Actually, the ability of ADRC to control a high-order system is limited, particularly its response
in reference tracking is slow even if it has advantages in disturbance rejection [4]. Moreover, the
control structure of SST based on ADRC is cascade which means the structure of SST control system is
complicated. In this paper, a hybrid ADRC is proposed in order to simplify the control structure and
enhance the control performance on SST. Note that the control of SST based on the hybrid ADRC is a
single-loop control system. Following are the main achievements of this paper:

1. A hybrid ADRC is proposed in order to simplify the control structure of the conventional SST
control system.

2. The stability of the hybrid ADRC is analyzed theoretically. Moreover, the ability of disturbance
rejection of the hybrid ADRC is discussed in this paper.
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3. The tuning procedure of the hybrid ADRC is summarized based on the influences of its parameters
on control performance.

4. The hybrid ADRC has been applied to a power plant simulator successfully. Its control
performance is validated by the running data.

The rest of this paper is organized as follows: The next section briefly introduces the SST model
and the regular cascade control strategy. Combined with the regular ADRC design, the proposed
hybrid ADRC is introduced in Section 3 and followed by the stability analysis and the discussion
of ability to reject the disturbance. Section 4 provides a tuning procedure of the hybrid ADRC and
illustrates its control performance by a numerical simulation. In Section 5, the proposed hybrid ADRC
is applied to the SST control system of a power plant simulator and results show its advantages in
tracking and disturbance rejection. Eventually, concluding remarks are offered in the last section.

2. The SST System and Its Regular Control

2.1. SST Model Description

Figure 1 shows the schematic diagram of the power plant superheater system which consists of
two superheaters, including the 1st stage superheater and the 2nd stage superheater. Steam from the
drum or the steam separator flows through desuperheaters and superheaters during which it absorbs
heat from the flue gas. Water spray is the main method to control SST in most power plants [23]. The
water in attemperator is extracted from an intermediate stage of the boiler feed water pump [24].
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Figure 1. The schematic diagram of SST system in a power plant.

In general, it is difficult to establish the accurate mechanism model of SST so that transfer functions
are commonly used to describe the dynamics in SST system. In this paper, we define u1, y1 and y2

as the opening of valve, the inlet temperature and the outlet temperature of 2nd stage superheater,
respectively. Therefore, transfer functions from u1 to y1 and from y1 to y2 are depicted as follows:

G1(s) = −
K1

(T1s + 1)n1
(1)

G2(s) =
K2

(T2s + 1)n2
(2)

where G1(s) and G2(s) represent the transfer functions of the leading segment and the inertia segment,
respectively. K1 and T1 are dynamic parameters of G1(s) while K2 and T2 are those of G2(s). These
dynamic parameters are able to be obtained by system identifications. n1 and n2 are the orders of G1(s)
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and G2(s) which are usually given as 2 and 4, respectively. Based on the aforementioned description
the control difficulties of SST can be summarized as follows:

1. An accurate mathematical model of SST is unavailable.
2. High order dynamics of the 2nd superheater results in a slow response to the set point

and disturbances.
3. Various disturbances such as load demand, combustion air flow and main steam flow have

significant adverse impacts on SST.

A coal-fired power unit usually operates in the wide load range of 50–100% and the load command
is regulated frequently. It means that the characteristics of SST varies drastically with the change of
the working condition. To handle with model uncertainties, the closed-loop control system should be
robust enough.

2.2. Regular Control Structure of SST

Because of the sluggish response of the 2nd stage superheater, the cascade control structure shown
in Figure 2 is usually chosen for the SST control system of a power plant, where G1(s) is defined as the
inner-loop transfer function and G2(s) is denoted as the outer-loop transfer function.
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In Figure 2, Gc1(s) and Gc2(s) represent the inner-loop controller and outer-loop controller,
respectively. The set point r is denoted as the desired SST. Moreover, the output of Gc2(s) is designed as
the set point of the inlet temperature y1.

The inner-loop disturbances, defined as d1, consist of the pressure and temperature change of
spray water which are modeled as a step response. Similarly, the outer-loop disturbances, denoted as d2,
include load variation, combustion instability and the coal quality variation which can be considered as
another step response. d1 and d2 are defined as the secondary disturbance and the primary disturbance
of the SST system, respectively. However, the conventional cascade control system has been criticized
for its complex structure and tuning procedure [25]. Consequently, a hybrid ADRC is proposed to
solve these problems.

3. Hybrid Active Disturbance Rejection Control

3.1. Regular Design of ADRC

In this paper, we take the first order ADRC as an example. Suppose that the controlled object is
able to be considered as a general first order system:

.
y = g

(
t, y,

..
y,

...
y · · · , d

)
+ bu (3)

where g
(
t, y,

..
y,

...
y · · · , d

)
is the synthesis of external disturbances, high order dynamics and modelling

uncertainties of the general first order system. u is denoted as the input of the system while y is defined
as the output of the system. b represents the critical gain [24], whose value may be unknown for
a process.
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We rewrite Equation (3) as follows:
.
y = f + b0u (4)

where b0 is the estimation of b and f is defined as the total disturbance of the system which can be
derived as:

f = g + (b− b0)u (5)

Typically, the state vector of a first order system is depicted as x = [y], which only consists of one
state variable. Let x2 = f, where is x2 is known as the extended state of the system.

Define the state vector x as:
x = [x1 x2]

T = [y f ]T (6)

Therefore, the state space expressions of Equation (4) can be depicted as, .
x = Ax + Bu + λ

.
f

y = Cx
(7)

where A =

[
0 1
0 0

]
, B =

[
b0

0

]
, λ =

[
0
1

]
and C =

[
1 0

]
.

The ESO is designed for the system as:

.
z = Az + Bu + L(y− z1) (8)

where z = [z1 z2]T represents the state vector of ESO and L = [β1 β2]T is the gain vector of the observer.
If β1 and β2 are tuned reasonably, z is able to track x accurately [26].

The state feedback control law (SFCL) is designed as:

u = K(r− z) (9)

where r = [r dr/dt]T and r is denoted as the reference signal. It should be noted that dr/dt is equal to
zero if r is unbounded [4]. K= [kp / b0 1/ b0] is defined as the gain vector of the controller.

In order to simplify the tuning procedure of ADRC, Z. Gao proposed a tuning method based on
bandwidth-parameterization [13]. ωc and ωo are defined as the bandwidth of the closed-loop control
system and the observer, respectively. The gain vector of ESO is set as [2ωo ωo

2]T so that all eigenvalues
of A-LC are placed at −ωo. Likewise, K is set as [ωc / b0 1/ b0] to ensure that all eigenvalues of Ã are
placed at -ωc, where Ã is able to be depicted as: ~

A 0
0 0

 = A−BK (10)

Therefore, in terms of the first order ADRC, its parameters are able to be given as:

kp = ωc, β1 = 2ωo, β2 = ωo
2 (11)

In addition, b0 is also a tunable parameter of ADRC. The block diagram of first order ADRC is
shown in Figure 3.

The general first order system in Figure 3 is depicted using Equation (3).
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3.2. Hybrid ADRC Design for SST System

Designed based on the conventional cascade structure, the SST control system is able to track the
reference signal rapidly and has a strong ability of disturbance rejection. However, as mentioned above,
the structure of a cascade control system is complicated, which brings difficulties to its configuration
on the platform of DCS. Moreover, using a cascade control strategy, the output of SST system fluctuates
fiercely when the secondary disturbance exists. In this subsection, a hybrid ADRC is proposed based
on the regular first order ADRC to simplify the control structure of a SST system and steadily reject
the secondary disturbance. Besides, this single-loop control strategy should obtain better control
performance than that of the cascade control strategy.

Transfer functions of an SST system can be depicted as Equations (1) and (2). The block diagram
of SST system based on the hybrid ADRC is illustrated in Figure 4.
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Compared with the regular first order ADRC, the hybrid ADRC adds a compensation part before
the control signal goes into ESO. uf is defined as the compensated control signal. Differential equations
of Gcp are depicted as:  .

z3 = −β3z3 − β3
2y1 − β3b1u

u f = −
1
b1
(z3 + β3y1)

(12)

where z3 is denoted as an intermediate variable of the compensation part. β3 and b1 are defined
as the tunable parameters of Gcp. It is obvious that the compensation part is designed based on
the reduced-order ESO which is the equivalence of first order ESO [27]. Since ESO has the ability
of compensation and estimation, uncertainties and disturbances between u and y1 are able to be
compensated and estimated by Gcp, which means that the hybrid ADRC can reduce the dynamic
deviation caused by d1 effectively.

Similar with the regular first order ADRC, the ESO of the hybrid ADRC is designed as:

.
z = Az + Bu f + L(y2 − z1) (13)

The SFCL of the hybrid ADRC is the same with Equation (9). Obviously, the hybrid ADRC inherits
the simple structure of regular ADRC so that it is easy to be implemented on DCS.
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3.3. Analysis of Hybrid ADRC

In this subsection, the stability is analyzed and ability to reject the secondary disturbance of the
hybrid ADRC is discussed. Moreover, the proof and discussion are given as well.

3.3.1. Stability Analysis

Theorem 1. The closed-loop system is stable if all roots of Equation (26) are on the left half-plane.

Proof of Theorem 1. G1(s) and G2(s) are able to be considered as general first order systems as depicted
in Equation (3): 

.
y1 = g1

(
t, y1,

..
y1,

...
y1 · · · , d1

)
+ bu

.
y2 = g2

(
t, y2,

..
y2,

...
y2 · · · , d2

)
+ by1

(14)

where g1 and g2 are the syntheses of external disturbances, high order dynamics and modelling
uncertainties of two objects. Their critical gains, defined as b and b in this subsection, are unknown so
that Equation (14) can be rewritten as: { .

y1 = b1u + f1
.
y2 = b2y1 + f2

(15)

where b1 is known as the tunable parameter of the compensation part, which is able to be regarded as
the estimation of b; b2 is denoted as the estimation of b which is able to be obtained by the result of
model identification. Besides, f 1 and f 2 are defined as total disturbances of two objects which can be
derived as:

f1 = g1 + (b− b1)u (16)

f2 = g2 +
(
b− b2

)
y1 (17)

As for the compensation part, its expressions on s-plane are able to be depicted as:

U f (s) = −
β3s

b1(s + β3)
Y1(s) +

β3

s + β3
U(s) (18)

Therefore, Equation (18) can be rewritten as:

.
u f = −β3u f −

β3

b1

.
y1 + β3u (19)

Combined with Equation (15), it is evident that:

.
u f = −β3u f −

β3

b1
f1 (20)

Let the tracking errors be e1 = y2 − z1 and ez = y2 − r, then it is obvious that
.
e1 =

.
y2 −

.
z1 and

.
ez =

.
y2 −

.
r =

.
y2. As a result, differential equations of ESO can be written as:{ .

e1 = b2y1 − z2 − β1e1 − b0u f + f2
.
z2 = β2e1

(21)

Moreover, the SFCL can be depicted as:

u =
kp(e1 − ez) − z2

b0
(22)
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Based on Equation (15), (20)–(22), the closed-loop system is able to be summarized as:

.
ξ = Λξ+Ψ f, (23)

where ξ =
[
e1, z2, ez, y1, u f

]T
and f = [ f1, f2]

T. Besides, Λ andΨ can be derived as follows:

Λ =



−β1 −1 0 b2 b0

β2 0 0 0 0
0 0 0 b2 0

kpb1
b0

−
b1
b0
−

kpb1
b0

0 0
0 0 0 0 −β3


, (24)

Ψ =



0 1
0 0
0 1
1 0
−
β3
b1

0


(25)

Then characteristic equation of the closed-loop system is able to be derived by the
following expression:

|sI−Λ| =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

s + β1 1 0 −b2 −b0

−β2 s 0 0 0
0 0 s −b2 0

−
kpb1
b0

b1
b0

kpb1
b0

s 0
0 0 0 0 s + β3

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (s + β3)

[
s4 + β1s3 + β2s2 +

b1b2(kpβ1+β2)
b0

s +
b1b2kpβ2

b0

]
= s5 + (β1 + β3)s4 + (β1β3 + β2)s3 +

[
β2β3 +

b1b2(kpβ1+β2)
b0

]
s2 +

b1b2(kpβ1β3+β2β3kp+kpβ2)
b0

s +
b1b2kpβ2β3

b0

(26)

If all roots of Equation (26) are on the left-half plane, the system is stable. �

Remark 1. Routh-Hurwitz Criterion: The necessary and sufficient condition of the stability of linear systems
is that all elements in the first column of Routh array are greater than zero [28].

According to Remark 1, the system is stable if parameters of the hybrid ADRC satisfy
following conditions: 

β1β2 −
b1b2(kpβ1+β2)

b0
>

kpβ1
2β2

kpβ1+β2

β1 > 0, β3 > 0

β1β2 >
b1b2(kpβ1+β2)

b0

(27)

3.3.2. Rejection of the Secondary Disturbance

As mentioned in Section 3.2, the hybrid ADRC has a strong ability to eliminate the dynamic
deviation caused by the secondary disturbance d1. In this subsection, its ability to reject d1 is discussed
based on the equivalence of the block diagram of the system as shown in Figure 4.

Figure 5 shows the equivalence from u to y1.
According to Equation (18), the transfer functions of A(s) and B(s) can be derived as:

A(s) =
s + β3

β3
[
1− s

b1
G1(s)

] (28)
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B(s) =
D′1(s)

D1(s)
=

1
1− s

b1
G1(s)

(29)

If |b1| is sufficiently small, it is obvious that 1− s
b1

G1(s)� 1. Then D1’(s) << D1(s). Therefore, we
are able to conclude that with the decrease of |b1|, the dynamic deviation caused by d1 is smaller. This
conclusion will be validated in the next section.
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In Figure 6, elements such as Gf(s), Gk(s) and Gh(s) are depicted as following transfer functions:

G f (s) =
kp

(
s2 + β1s + β2

)
(s + β3)

b0s
[
s2 + (β1 + β3)s + β2 + β1β3 + kpβ3

] (30)

Gk(s) =
kpβ3s− β2β3

b1
[
s2 + (β1 + β3)s + β2 + β1β3 + kpβ3

] (31)

Gh(s) =

[
kp(β1s + β2) + β2s

]
(s + β3)

b0s
[
s2 + (β1 + β3)s + β2 + β1β3 + kpβ3

] (32)

Let Φ1(s) =
(
s2 + β1s + β2

)
(s + β3) and Φ2(s) = s2 + (β1 + β3)s + β2 + β1β3 + kpβ3, then we have

G f (s) =
kpΦ1(s)
b0sΦ2(s)

, Gk(s) =
kpβ3s−β2β3

b1Φ2(s)
and Gh(s) =

[kp(β1s+β2)+β2s](s+β3)

b0sΦ2(s)
.

Based on Mason’s signal-flow gain formula, the transfer function from d1 to y2 is derived as:

Y2(s)
D1(s)

=
G1(s)G2(s)

1+Gh(s)G1(s)G2(s)−Gk(s)G1(s)

=
b0b1sΦ2(s)G1(s)G2(s)

b0b1sΦ2(s)+b1[kp(β1s+β2)+β2s](s+β3)G1(s)G2(s)−b0s(kpβ3s−β2β3)G1(s)

(33)
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Then Equation (33) can be approximated under the low frequency:

lim
s→0

Y2(s)
D1(s)

=
b0b1

(
β2 + β1β3 + kpβ3

)
K1K2 × 0

b1kpβ2β3K1K2
= 0 (34)

In terms of low-frequency disturbances, Equation (34) means that the hybrid ADRC has a strong
ability of disturbance rejection. Note that secondary disturbances of the aforementioned SST system
are usually low-frequency disturbances.

4. Tuning Procedure and Numerical Simulation

4.1. Tuning Procedure of Hybrid ADRC

To summarize the procedure of hybrid ADRC, we first study on the influences of its parameters
on the control performance. Consider the SST model provided in [29]:

G1(s) =
−0.65

(50s + 1)2 , G2(s) =
1.04

(20s + 1)4
(35)

This model is identified to describe the SST of Hongshan power plant simulator in the research
institute of Fujian Histron. The model is identified at about 70% load. The initial parameters of the
hybrid ADRC are set as: ωc = 0.05, b0 = −0.18, ωo = 0.2, b1 = −0.026, β3 = 4. One of them will change
while others remain unchanged. The influences of different parameters on the control performance are
shown in Figures 7–11.
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From Figures 7–11, we can conclude the following:

1. b1 is negative because it represents the estimation of the critical gain of G1(s). The smaller |b1|

means a slower tracking speed, weaker dynamic deviation caused by the secondary disturbance
and worse performance of rejecting the primary disturbance. However, |b1| should not decrease
infinitely for the reason that the control signal will oscillate significantly which may lead to
irreversible damage to the actuator.

2. The increases of β3 and ωo will improve the control performance of the closed-loop system.
Moreover, it is obvious that the output has no obvious change when they are big enough.

3. With the increase of ωc, the control effect of the hybrid ADRC will be enhanced. Besides, the
larger ωc means a greater overshoot.

4. b0 decides the positive-negative action of the hybrid ADRC. In terms of the SST system, b0 is
negative for the reason that SST is able to be regarded as a negative process in general. Contrary
to ωc, the smaller |b0| means stronger control effect of the hybrid ADRC. In addition, its decrease
will augment the overshoot.

Based on the influences of parameters of the hybrid ADRC on the control performance, a practical
tuning procedure can be summarized as follows:

1. First of all, b1 and b0 should be fixed. b1 is recommended to set in the range (−∞,− K1
n1T1

] while b0

is suggested to set in the range (−∞, b1K2
n2T2

].

2. Set a small ωc. Then augment β3 and ωo to proper values until the output has no obvious
change. Note that β3 and ωo are unable to increase infinitely in case that the control signal will
oscillate fiercely.

3. Augment ωc to a proper value until the overshoot and the settling time satisfy the
control requirements.

4. When the control performance is satisfactory, the tuning procedure terminates. Otherwise, repeat
steps (1)–(3) as mentioned.

Eventually, the flow chart of the tuning procedure given in Figure 12 can be used to guide the
tuning of the hybrid ADRC. The following are some recommendations of the tuning procedure:

1. According to the stability analysis, values of β3 and ωo should be positive.
2. The final values of b1 and b0 are far smaller than −K1/(n1T1) and b1K2/(n2T2), respectively. In

addition, during the tuning procedure, b1 and b0 are recommended to be tuned as the integral
multiple of −K1/(n1T1) and b1K2/(n2T2), respectively.

3. The initial value of ωc is recommended to set in the range [0.01, 0.1].
4. The bandwidth of ESO ωo is recommended to be tuned as 3–10ωc in order to let the output has no

obvious change.

4.2. Numerical Simulation

In order to embody superiorities of the hybrid ADRC, we carried out a numerical simulation.
Most of control systems have regular single-loop control structures. However, the normal single-loop
control strategies are unable to weaken the dynamic deviation caused by the secondary disturbance
and quicken the tracking response in terms of the control of SST. Therefore, cascade control is usually
chosen as the control strategy of SST for the reason that it has three advantages [30]:

1. It provides faster action to reduce the disturbance in inner loop;
2. It improves the response rate and control accuracy for large lag systems;
3. It reduces the effect of parameter variations in inner loop.
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Consequently, in this paper, the cascade control strategies are selected as the comparative control
strategies of the hybrid ADRC.

Consider the SST system depicted as Equation (35). In this subsection, the proposed hybrid
ADRC is compared with control strategies which are mentioned in [30] such as PI-PI, ADRC-PI and
the modified ADRC(MADRC)-PI. All parameters of different control strategies are listed in Table 1.

Table 1. Parameters of different control strategies for numerical simulation.

Control Strategies Parameters

OPI-PI kp1 = −1/50, ki1 = −1/200, kp2 = 2, ki2 = 1/1000
IPI-PI kp1 = −1.3, ki1 = −1/70, kp2 = 0.35, ki2 = 1/350

ADRC-PI kp1 = −1.3, ki1 = −1/70, ωc = 0.032, b0 = 0.01, ωo = 0.15
MADRC-PI kp1 = −1.3, ki1 = −1/70, ωc = 0.065, b̃0=0.01, ωo = 0.5, Gcp(s) = 1/(45s + 1)2

Hybrid ADRC ωc = 0.05, b0 = −0.18, ωo = 0.2, b1 = −0.026, β3 = 4

According to [29], OPI-PI represents the original PI-PI cascade control strategy in the simulator;
IPI-PI represents the improved PI-PI cascade control strategy optimized by genetic algorithm. Note
that parameters of the hybrid ADRC are tuned based on the method shown in Figure 12 and those of
other cascade control strategies are offered in [29]. Figure 13 illustrates the control performance of
different control strategies on the SST system. During the simulation, the set point has a unit change at
0 s and a negative unit secondary disturbance is added at 3000 s. Moreover, a positive unit primary
disturbance is added at 6000 s.
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Figure 13. The simulation results of different control strategies. (Set point: —, OPI-PI:- - -, IPI-PI: - - -,
ADRC-PI: - - -, MADRC-PI: - - -, Hybrid ADRC: —).

In Figure 13, it is obvious that the hybrid ADRC is able to reject the secondary disturbance
steadily because the output has no positive peak when d2 is added to the system. In terms of tracking
performance, the proposed hybrid ADRC enables the output to track the set point faster than other
cascade control strategies with hardly any overshoot. Moreover, it is able to reject the primary
disturbance faster than other comparative control strategies.

For quantitative evaluation of dynamic performance, indices such as the overshoot (σ), the settling
time (Ts) are calculated to indicate advantages of the hybrid ADRC as listed in Table 2. In addition,
the integral absolute error (IAE) is chosen to evaluate the control performance of different control
strategies comprehensively, which is depicted as:

IAE =

∫ T

0

∣∣∣e(t)∣∣∣dt (36)

where e(t) refers to the tracking error of the controlled variable. IAE tends to produce responses with
less sustained oscillation [31]. IAEsp, IAEud2 and IAEud1 are denoted as the IAE of reference tracking,
secondary disturbance rejection and primary disturbance rejection, respectively.

Table 2. Dynamic indices of SST with different control strategies.

Control Strategies σ (%) Ts (s) IAEsp IAEud2 IAEud1

OPI-PI 13.5 3000 692.5 323.1 658.0
IPI-PI 0 1122.1 336.5 92.4 349.9

ADRC-PI 1.3 699.7 344.2 92.1 292.9
MADRC-PI 1.0 578.3 260.5 82.7 238.8

Hybrid ADRC 0.2 423.8 215.1 41.6 202.9
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From Figure 13 and Table 2, it is evident that the hybrid ADRC has the best dynamic performance
for the reason that its tracking is fastest and the overshoot is small enough. As for as the ability of
disturbance rejection, the hybrid ADRC is best because it has the smallest IAEud2 and IAEud1.

Since the characteristics of SST change significantly with the working condition, the robustness of
the hybrid ADRC is of importance. Monte Carlo trial is an effective method to test the robustness of a
controller. In this subsection, the time constants and gains in Equation (35) are perturbed within a
range of ± 10%. The simulation is repeated by 500 times for the perturbed system. Figure 14 shows the
result of the Monte Carlo trials.
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Figure 14. Records of IAEsp, IAEud2 and IAEud1 for the perturbed system. (OPI-PI: *, IPI-PI: *, ADRC-PI:
*, MADRC-PI: *, Hybrid ADRC: *).

Smaller indices mean the better dynamic performance. Moreover, if the scatter points are more
intensive, the controller is more robust. In addition, the control strategy has better dynamic performance
if its scatter points are nearer to the origin. In Figure 14, it is obvious that the scatter points of the hybrid
ADRC are nearest to the origin and the most intensive. In order to evaluate the robustness of different
control strategies quantitatively, we calculate the fluctuation range of IAEsp, IAEud2 and IAEud1.

According to Table 3, the hybrid ADRC has the narrowest ranges of IAEsp and IAEud2 but the
range of IAEud1 of it is larger than those of IPI-PI, ADRC-PI and MADRC-PI. However, the range of
IAEud1 of the proposed hybrid ADRC has the smallest upper-lower limit. Generally, the superiorities
of the hybrid ADRC in tracking and disturbance rejection abilities have been validated.

Table 3. Ranges of IAEsp, IAEud2 and IAEud1 of the perturbed system.

Control Strategies IAEsp IAEud2 IAEud1

OPI-PI [652.41, 743.52] [280.88, 465.72] [605.01, 780.49]
IPI-PI [306.29, 373.81] [82.42, 102.51] [349.97, 350.00]

ADRC-PI [315.40, 374.46] [82.15, 102.66] [282.71, 315.20]
MADRC-PI [236.25, 287.12] [74.03, 91.51] [231.74, 255.93]

Hybrid ADRC [193.08, 241.03] [41.40, 45.51] [196.40, 226.72]

5. Field Application of the Hybrid ADRC on a Power Plant Simulator

5.1. The Model Identification Based on Multi-Objective Optimization

As mentioned in Section 2.1, the SST system is able to be approximated as a linear transfer function
model which can be depicted as Equations (1) and (2). The orders of G1(s) and G2(s) are equal to 2 and
4, respectively.
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In this subsection, the multi-objective genetic algorithm [32] is applied to optimize dynamic
parameters such as time constants and gains. The optimization target is that the modeling errors of
SST are minimum. The cost functions are defined as:

γ1 =
m∑

i=1

∣∣∣y1i − y1i
d
∣∣∣∆t (37)

γ2 =
m∑

i=1

∣∣∣y2i − y2i
d
∣∣∣∆t (38)

where m and ∆t are denoted as the number of samples and the sampling interval. y1i and y1i
d represent

the i-th identified data and running data of G1(s), respectively; y2i and y2i
d represent the i-th identified

data and running data of G2(s), respectively.
The multi-objective genetic algorithm optimization is programmed by MATLAB. Its population

size and the number of generations are 50 and 20, respectively. During the optimization, ranges of
objectives are narrowing down in order to find the preferred solution. In this subsection, we expect γ1

and γ2 are small enough to satisfy the precision of model identification.
In this paper, we identified the SST system of a 150 MW power plant simulator whose load is

about 66.7%. The optimization result is shown in Figure 15.
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Figure 15. Pareto fronts of model identification.

The computational time of model identification is 118.1886616s. Since γ1 and γ2 are denoted
as modeling Errors in Equations (37) and (38), we can conclude that the solution point nearer to the
based point has smaller modeling errors. According to Figure 15, the preferred solution point has the
nearest distance to the base point which means that its modeling errors are smallest. As a result, it is
regarded as the decision point. The identified SST models based on the decision point in Figure 15 are
depicted as:

G1(s) =
−1.1428

(9.2912s + 1)2 (39)

G2(s) =
0.8697

(24.5686s + 1)4
(40)
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The comparison between the identified model and the real measurement is illustrated in Figure 16.
It is obvious that the identified SST model is accurate enough for the design of control strategy.
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5.2. Field Application on a 150 MW Unit Simulator

5.2.1. Parameters of Control Strategies

Based on the SST models depicted as Equations (39) and (40), the proposed hybrid ADRC is
designed for the SST system of the power plant simulator based on the tuning procedure summarized
in Section 4.2. Besides, comparative control strategies are set as original PI-PI in the simulator (PIsim-PI),
improved PI-PI (PIi-PI) and ADRC-PI. In Table 4, kp1 and ki1 are denoted as parameters of inner-loop
PI controller. As for PIi-PI and ADRC-PI, parameters of their inner-loop controllers remain unchanged
while those of their outer-loop controllers are optimized by the multi-objective genetic algorithm. The
optimization targets are the settling time (Ts) and the IAE of tracking (IAEsp). In this subsection, the
multi-objective genetic algorithm optimization is programmed by MATLAB as well. Similarly, the
population size and the number of generations are set as 50 and 20, respectively. Figure 17 shows
the parameter optimization results of ADRC-PI and PIi-PI. The computational time of parameter
optimization of ADRC-PI and PIi-PI is 959.550412 s and 675.840116 s, respectively.

Table 4. Parameters of different control strategies for SST system in the simulator.

Control Strategies Parameters

PIsim-PI kp1 = −0.4, ki1 =−0.0286, kp2= 1.2, ki2 = 0.02
PIi-PI kp1 =−0.4, ki1 = −0.0286, kp2 = 0.24, ki2 = 0.006

ADRC-PI kp1 = –0.4, ki1 = −0.0286, ωc = 0.033, b0 = 0.28, ωo = 0.14
Hybrid ADRC ωc = 0.05, b0 =−0.12, ωo = 0.2, b1 = −0.062 β3 = 4

IAEsp and Ts are desired to be as small as possible. As a result, the preferred solutions are selected
as illustrated in Figure 17. Note that the preferred solutions have the minimum distances to base points.
Optimized parameters of ADRC-PI and PIi-PI are listed in Table 4.
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5.2.2. Preliminary Numerical Simulations

The simulation is carried out to demonstrate the advantages of the proposed hybrid ADRC before
it comes into service. During the simulation, the set point has a unit change at 100 s and a negative
unit secondary disturbance is added at 1100 s. Moreover, a positive unit primary disturbance is added
at 2000 s. Figure 18 illustrates the simulation results and dynamic indices are calculated in Table 5.Energies 2020, 13, x FOR PEER REVIEW 21 of 28 

 

 

Figure 18. Simulation results of SST system in the simulator with different control strategies. (Set 
point: —, PIsim-PI: - - -, PIi-PI: - - -, ADRC-PI: - - -, Hybrid ADRC: —). 

As for Figure 18, we add sentences: ‘According to Figure 18, it is evident that the output of hybrid 
ADRC has the fastest tracking speed with small overshoot. Besides, compared with other cascade 
control strategies, the proposed strategy is able to reject the secondary disturbance more steadily and 
eliminate the deviation caused by the primary disturbance faster. This simulation results indicate the 
advantages of the hybrid ADRC in tracking and disturbance rejection. Similar to Subsection 4.2, we 
calculate the dynamic indices such as IAEsp, IAEud2 and IAEud1 in order to evaluate the performance 
of the proposed control strategy quantitatively. All these indices are listed in Table 5. 

Table 5. Dynamic indices of SST system in the simulator with different control strategies. 

Control Strategies IAEsp IAEud2 IAEud1 

PIsim-PI 294.9 121.6 175.0 

PIi-PI 203.7 49.5 175.3 

ADRC-PI 212.1 50.9 157.8 

Hybrid ADRC 170.2 31.9 127.2 

Compared with other three cascade control strategies, the proposed hybrid ADRC has best 
performance of tracking and disturbance rejection considering that its IAEsp, IAEud2 and IAEud1 are 
the smallest. Besides, the hybrid ADRC is able to reject the secondary disturbance steadily as well. 
The robustness test is essential for a control strategy so that Monte Carlo trials are carried out 500 
times. In this subsection, time constants and gains in Equations (39) and (40) are perturbed within a 
range of ± 10%. Figure 19 shows the results of Monte Carlo trials. 

0 500 1000 1500 2000 2500 3000
Time (seconds)

0

0.5

1

1.5

2

O
ut

pu
t (

p.
u.

)

0 500 1000 1500 2000 2500 3000
Time (seconds)

-3

-2

-1

0

1

2

Co
nt

ro
l S

ig
na

l (
p.

u.
)

Figure 18. Simulation results of SST system in the simulator with different control strategies. (Set point:
—, PIsim-PI: - - -, PIi-PI: - - -, ADRC-PI: - - -, Hybrid ADRC: —).

Table 5. Dynamic indices of SST system in the simulator with different control strategies.

Control Strategies IAEsp IAEud2 IAEud1

PIsim-PI 294.9 121.6 175.0
PIi-PI 203.7 49.5 175.3

ADRC-PI 212.1 50.9 157.8
Hybrid ADRC 170.2 31.9 127.2
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As for Figure 18, we add sentences: ‘According to Figure 18, it is evident that the output of hybrid
ADRC has the fastest tracking speed with small overshoot. Besides, compared with other cascade
control strategies, the proposed strategy is able to reject the secondary disturbance more steadily and
eliminate the deviation caused by the primary disturbance faster. This simulation results indicate
the advantages of the hybrid ADRC in tracking and disturbance rejection. Similar to Section 4.2, we
calculate the dynamic indices such as IAEsp, IAEud2 and IAEud1 in order to evaluate the performance
of the proposed control strategy quantitatively. All these indices are listed in Table 5.

Compared with other three cascade control strategies, the proposed hybrid ADRC has best
performance of tracking and disturbance rejection considering that its IAEsp, IAEud2 and IAEud1 are
the smallest. Besides, the hybrid ADRC is able to reject the secondary disturbance steadily as well. The
robustness test is essential for a control strategy so that Monte Carlo trials are carried out 500 times. In
this subsection, time constants and gains in Equations (39) and (40) are perturbed within a range of ±
10%. Figure 19 shows the results of Monte Carlo trials.Energies 2020, 13, x FOR PEER REVIEW 22 of 28 
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Figure 19. Records of IAEsp, IAEud2 and IAEud1 for the perturbed SST system in the simulator. (PIsim-PI:
*, PIi-PI: *, ADRC-PI: *, Hybrid ADRC: *)

From Figure 19, scatter points of the proposed hybrid ADRC are most intensive and they are
nearest to the origin. Therefore, the hybrid ADRC is able to control the SST with stronger robustness
and better dynamic performance compared with other comparative control strategies. Similar to
Section 4.2, the ranges of dynamic indices are calculated in Table 6 to compare the robustness with
different control strategies quantitatively.

Table 6. Ranges of IAEsp, IAEud2 and IAEud1 of the perturbed SST system in the simulator.

Control Strategies IAEsp IAEud2 IAEud1

PIsim-PI [208.86, 447.51] [68.18, 303.70] [121.65, 395.38]
PIi-PI [182.06, 226.24] [44.13, 56.29] [166.82, 196.46]

ADRC-PI [189.53, 234.22] [44.45, 58.78] [140.80, 186.42]
Hybrid ADRC [150.59, 189.29] [28.80, 36.83] [114.34, 146.51]

According to Table 6, the hybrid ADRC has the narrowest ranges of IAEsp and IAEud2. Its range
of IAEud1 is larger than that of PIi-PI but the former one has the smaller upper-lower limit. Therefore,
the proposed has better robustness and dynamic performance.

Moreover, the sensitivity analysis of the multi-objective genetic algorithm is of significance for the
reason that the identification results may influence the control performance. As a result, the population
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size and the number of generations are changed in this subsection in order to test the sensitivity of this
optimization algorithm. Figure 20 shows the Pareto fronts of these cases.
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Table 7 shows the identification results of different cases. It is obvious that the dynamic parameters
of these transfer functions are all in the perturbed range of dynamic parameters of Equations (39)–(40).
Results of Monte Carlo trials indicate that the hybrid ADRC is able to obtain satisfactory control
performance when SST is depicted as transfer functions illustrated in Table 7.

Table 7. Identification results of different optimization cases.

Cases Identification Results

Case 1 G1(s) = −1.1460/(9.3277s + 1)2, G2(s) = 0.8395/(25.2207s + 1)4

Case 2 G1(s) = −1.1419/(9.3228s + 1)2, G2(s) = 0.8511/(24.5357s + 1)4

Case 3 G1(s) = −1.1375/(9.5711s + 1)2, G2(s) = 0.8253/(23.4598s + 1)4

Case 4 G1(s) = −1.1403/(9.5427s + 1)2, G2(s) = 0.8650/(25.3223s + 1)4

Case 5 G1(s) = −1.1316/(9.0642s + 1)2, G2(s) = 0.8357/(25.2794s + 1)4

Case 6 G1(s) = −1.0191/(9.3027s + 1)2, G2(s) = 0.8819/(26.1402s + 1)4

5.2.3. Experiments on the Power Plant Simulator

Based on parameters given in Table 4, the hybrid ADRC is applied to the SST system of a 150
MW power plant simulator. In terms of field application, the bumpless switching of a controller is of
importance. As for the hybrid ADRC, there are many state variables in its algorithm whose integration
initial values should be set in order to implement the bumpless switching of the hybrid ADRC. Initial
values of these state variables are set as:

z3
∗ = −β3y1

∗
− b1u∗

u f
∗ = − 1

b1
(z3
∗ + β3y1

∗)

z1
∗ = y2

∗

z2
∗ = −b0u f

∗

(41)
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where the superscript ‘*’ represents the last moment before the hybrid ADRC comes into service.
Therefore, u*, y1

* and y2
* in Equation (41) are denoted as the valve opening, inlet temperature and SST

at the moment aforementioned, respectively.
As for the implementation of the hybrid ADRC, the Euler method is used to calculate the numerical

differentiation. The discrete compensation part is depicted as: z3(k) = z3(k− 1) + h
[
−β3z3(k− 1) − β3

2y1(k− 1) − β3b1u(k− 1)
]

u f (k) = −
z3(k)+β3 y1(k−1)

b1

(42)

where h refers to the sampling step length and k is denoted as the current calculation step. According
to Equation (13), the ESO is discretized as: z1(k + 1) = z1(k) + h

{
z2(k) + β1[y2(k) − z1(k)] + b0u f (k)

}
z2(k + 1) = z2(k) + h

{
β2[y2(k) − z1(k)]

} (43)

Similarly, the SFCL is rewritten as:

u(k + 1) =
kp[r(k + 1) − z1(k + 1)] − z2(k + 1)

b0
(44)

Based on Equations (42)–(44), the hybrid ADRC can be implemented on the DCS platform of the
power plant simulator.

Moreover, the stability analysis of the hybrid ADRC provided in Section 3.3.1 is based on the
general SST systems which means that if parameters of the controller are chosen appropriately the
closed-loop system is stable. In this subsection, the parameters of the hybrid ADRC are tuned based
on Figure 12.

Note that the operating point is about 100 MW. During the experiment, the set point of SST
changes from 535 °C to 533 °C at 500 s and a 2% positive disturbance is added at the valve opening
after the SST is stable at the set point. Figures 21 and 22 show the experimental results of tracking and
disturbance rejection, respectively.

From Figures 21 and 22, it is obvious that the proposed hybrid ADRC has better tracking
performance and is able to reject the opening disturbance steadily. According to Figure 21, the output
of the proposed hybrid ADRC is able to track the set point of SST faster than those of PIi-PI and
ADRC-PI. Moreover, its overshoot is smaller than that of PIsim-PI. These mean that the hybrid ADRC
has advantages in reference tracking. From Figure 22, the hybrid ADRC can reject the opening
disturbance more steadily than other comparative control strategies which shows its superiority in
disturbance rejection.
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Figure 21. Experimental results of tracking on the power plant simulator. (Set point: —, PIsim-PI: —,
PIi-PI: —, ADRC-PI: —, Hybrid ADRC: —).
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Figure 22. Experimental results of disturbance rejection on the power plant simulator. (Set point: —,
Disturbance: —, PIsim-PI: —, PIi-PI: —, ADRC-PI: —, Hybrid ADRC: —).

In this subsection, IAEud is defined as the IAE of rejecting the opening disturbance. Besides, in
terms of disturbance rejection, the positive peak error (e+), the negative peak error (e−) and the average
absolute error (eabs) are recorded as well. Table 8 illustrates the dynamic indices of different control
strategies based on the experimental results.

Table 8. Experimental dynamic indices of different control strategies.

Control Strategies IAEsp IAEud e+ (◦C) e− (◦C)
¯
eabs(◦C)

PIsim-PI 251.3 67.5 0.252 0.353 0.068
PIi-PI 408.2 90.9 0.111 0.455 0.101

ADRC-PI 254.8 56.8 0.126 0.401 0.045
Hybrid ADRC 215.4 62.5 0.036 0.395 0.017
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According to Table 8, the hybrid ADRC has smallest IAEsp, e+ and eabs. Although PIsim-PI has the
smallest e-, its overshoot is larger than other three control strategies. Moreover, ADRC-PI shows its
advantage in disturbance rejection but its tracking performance is worse than the hybrid ADRC.

Generally speaking, as for the control of SST, the hybrid ADRC is able to obtain satisfactory
control performance and has simpler control structure than the cascade control strategy. Eventually,
we make a comparison of our contributions in this work with those in [4,24,33]. New contributions are
summarized as follows:

1. All the SST control systems in [4,24,33] are cascade control systems. However, the SST control
based on the hybrid ADRC is a single-loop control system which has the simpler structure.

2. Compared with the different cascade control strategies in [4], the proposed hybrid ADRC is able
to reject the secondary disturbance more steadily.

3. The multi-objective optimization tuning method proposed in [24] requires a large amount of
calculation. However, the tuning procedure of the hybrid ADRC is summarized as a flow chart in
Section 4.1 which is easy to understand and use for engineers.

4. As for the SST control systems proposed in [4,33], the MADRC and ADRC are designed as the
outer-loop controller without considering the inner-loop transfer function G1(s). In this paper, the
hybrid ADRC is designed based on both G1(s) and G2(s).

6. Conclusions

SST is a typical thermal process with sluggish response and its conventional cascade control
structure is complex. In this paper, a single loop control strategy based on a hybrid ADRC is proposed
in order to simplify the control structure and enhance the control performance. The stability analysis is
conducted theoretically to guarantee the convergence of the hybrid ADRC. Besides, its ability to reject
the secondary disturbance is discussed by the equivalent closed-loop block diagram. Then a practical
tuning procedure for the hybrid ADRC is summarized to guide the tuning of its parameters. Based
on the proposed tuning procedure, a numerical simulation is carried out to illustrate that the hybrid
ADRC is able to improve the performance of tracking and disturbance rejection while its robustness
is satisfactory. Finally, an experiment on a 150 MW power plant simulator is conducted to validate
the advantages of the hybrid ADRC. Experimental results show that using the hybrid ADRC is able
to enhance the control performance of SST while the structure of closed-loop system is simpler than
that of the cascade control strategy. This successful application to the SST system of a power plant
simulator indicates the promising prospect in the future field test of SST control based on the proposed
single-loop control strategy.

The future work will focus on:

1. The application of the hybrid ADRC to supercritical units and ultra-supercritical units.
2. The frequency domain analysis of the hybrid ADRC.
3. The development of the auto-tuning toolbox of the hybrid ADRC.
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