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Abstract: Electric vehicles (EVs) are the development direction of new energy vehicles in the future.
As an important part of the Internet of things (IOT) communication network, the charging pile is also
facing severe challenges in information security. At present, most detection methods need a lot of
prophetic data and too much human intervention, so they cannot do anything about unknown attacks.
In this paper, a self-learning-based attack detection method is proposed, which makes training and
prediction a closed-loop system according to a large number of false information packets broadcast
to the communication network. Using long short-term memory (LSTM) neural network training
to obtain the characteristics of traffic data changes in the time dimension, the unknown malicious
behavior characteristics are self-extracted and self-learning, improving the detection efficiency and
quality. In this paper, we take the Sybil attack in the car network as an example. The simulation
results show that the proposed method can detect the Sybil early attack quickly and accurately.
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1. Introduction

With the increasingly serious environment and energy problems, the application and
popularization of new energy electric vehicles (EVs) has become a hot topic of global researchers. EV
charging pile is one of the energy Internet entrances, carrying the important mission of charging power
supply, charging measurement and billing, vehicle charging safety, and charging data interconnection.
With the large-scale application of information technology in the charging service network, malicious
users intrude into the charging pile of EVs to steal electricity for charging, which has an obvious hidden
danger of information security. It is very important to ensure the interconnection between the piles
and the safety of direct current (DC) charging. With the rapid development of EVs, the frequency of
malicious attacks, the loss caused by them, and the difficulty of defense are greatly increased. Intrusion
detection in the environment of super-fast charging piles is facing severe challenges.

In recent years, deep learning has been widely used in the field of network security [1]. Because
the method of deep learning can extract better features from data to create a better detection model, and
find the correlation between high-dimensional features, it can obtain a higher detection accuracy than
the traditional method of machine learning. Traditional intrusion detection system (IDS) framework
design tends to divide them into two systems: One for training and the other for prediction [2–6].
The whole process is not very effective because it requires a lot of prophetic data and too much human
intervention. On the one hand, the vehicle data in the existing database is not suitable for the real scene,
and the model trained with these data is not practical. On the other hand, this kind of model can only
be used to detect the known attacks, and cannot do anything to the unknown attacks [7]. Therefore,
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it is of great significance to study how to use a deep learning algorithm to identify malicious network
attacks. However, it is difficult to use the intrusion detection mechanism that has been applied in
the wired network under the environment of wireless and mobile properties and dynamic topology
characteristics of an EV network.

This paper proposes an intrusion attack detection method based on self-learning. This method
uses an integrated learning framework, based on the intrusion of false information packets about
the traffic, and uses the LSTM neural network to obtain the characteristics of the change in the time
dimension of the traffic data based on the traditional IDS. The transmission of contextual information
forms a closed-loop system for training and prediction. At the same time, it is stored in the knowledge
base according to a certain structure and continuously updated to identify diverse attacks and achieve
intelligent detection.

2. Related Research Status

Traditionally, according to different data analysis methods, current intrusion detection methods
can be divided into two categories: Abnormal intrusion detection and misuse intrusion detection [8–14].

Misuse intrusion detection refers to the collection of known intrusion behavior characteristics
and the establishment of a related feature database. During the detection process, the existence of
intrusion behaviors is determined by comparing the consistency of related data. The advantage of this
method is that the false alarm rate is low, and known attack behaviors can be found, but the detection
result depends on the completeness of the signature database, and the signature database must be
updated in time. This method has a good detection rate for known attacks but cannot detect new or
uncommon intrusions.

Anomaly intrusion detection refers to establishing the normal mode profile of the system in
advance. If the real-time detected system deviates from the normal system model and exceeds a certain
threshold, an intrusion alarm is issued. The distributed group identity authentication mechanism
proposed in [15] uses the association between nodes and uses a key mechanism to authenticate the
node’s identity. This method detects locally without the intervention of a base station, which is more
accurate than traditional detection schemes. However, due to the frequent changes of the car-connected
network, the Sybil node detection is costly. Wu and others use the hidden Markov model to infer the
Sybil node, find the real identity hidden under the camouflage node, and detect the Sybil node, but the
detection cost is large [16]. Ji et al. [17] used the customer network management (CNM) algorithm to
divide the target into separate trust groups. By calculating the global trust of the trust group, the trust
value of each node in the group is measured, so that vehicles with lower trust values are considered
malicious vehicles. The disadvantage of the mechanism is that it cannot prevent vehicles with higher
trust values from carrying out sudden attacks [18–20]. Based on the digital signature issued by the
roadside facility, Ge [21] proposed a Sybil node detection mechanism based on the driving route of the
vehicle and the public key certificate. Some studies have proposed methods to determine Sybil nodes
using vehicle motion trajectories [22,23]. The road side unit (RSU) digital signature is obtained during
the driving process of the vehicle to determine the vehicle trajectory [24–29]. The advantage of this
method is that it does not depend on attack characteristics and finds intrusion behavior based on the
detection target, but how to define the normal mode contour of the system is a difficult problem.

To solve the above problems, this article analyzes the advantages and disadvantages of existing
misuse intrusion detection and anomalous intrusion detection based on the learning intrusion detection
methods of Sybil attacks in the car-connected network, and designs a self-learning intrusion detection
method of Sybil attacks in order to eliminate the interference of prior knowledge, the received signal
strength indication (RSSI), and the received information of the vehicle are used to detect the Sybil
node, and at the same time, it establishes its own database and continuously updates it to achieve the
effect of misuse detection. Compared with other detection methods, the proposed method not only
can increase the detection rate but can comprehensively detect known and unknown attacks.
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3. Sybil Attack

3.1. Sybil Attack Features

A Sybil attack refers to a malicious vehicle that illegally uses multiple identities. By forging
multiple false identities and sending multiple pieces of false information through different identities,
it disrupts and deceives other nodes in the network to launch direct attacks or prepare for other
attacks. In the vehicle-linked communication network, vehicle nodes usually discover new nodes
by periodically broadcasting beacon information, as shown in Figure 1 below. Assume that when
vehicle P receives a request from vehicle S, the vehicle S has a lower trust value for vehicle P. Therefore,
the vehicle P broadcasts multiple false messages (P1,X1,Y1), (P2,X2,Y2), (P3,X3,Y3) to the vehicle S by
forging multiple fake vehicles P1, P2, P3, but these messages are all sent by the vehicle P to obtain
the trust of the vehicle S, thereby S causes false congestion. Given the invisible nature of wireless
communications, it is easy for a malicious vehicle to declare multiple identities without being detected.

Energies 2019, 12, x FOR PEER REVIEW 3 of 14 

 

method not only can increase the detection rate but can comprehensively detect known and unknown 

attacks.  

3. Sybil Attack 

3.1. Sybil Attack Features 

A Sybil attack refers to a malicious vehicle that illegally uses multiple identities. By forging 

multiple false identities and sending multiple pieces of false information through different identities, 

it disrupts and deceives other nodes in the network to launch direct attacks or prepare for other 

attacks. In the vehicle-linked communication network, vehicle nodes usually discover new nodes by 

periodically broadcasting beacon information, as shown in Figure 1 below. Assume that when vehicle 

P receives a request from vehicle S, the vehicle S has a lower trust value for vehicle P. Therefore, the 

vehicle P broadcasts multiple false messages (P1,X1,Y1), (P2,X2,Y2), (P3,X3,Y3) to the vehicle S by forging 

multiple fake vehicles P1, P2, P3, but these messages are all sent by the vehicle P to obtain the trust of 

the vehicle S, thereby S causes false congestion. Given the invisible nature of wireless 

communications, it is easy for a malicious vehicle to declare multiple identities without being 

detected. 

SP1

P

P2

P3Super fast charging pile

 

Figure 1. Sybil attack node graph. 

There are many types of Sybil attacks: Direct communication, indirect communication, identity 

falsification, identity theft, simultaneous attacks, and non-simultaneous attacks [30–32]. Malicious 

vehicles use a few nodes in the car network to control multiple false identities, so as to use these false 

identities to control or affect a large number of normal nodes in the network. 

3.2. Sybil Attack Discovery 

Sybil node discovery is the process of detecting false data packets sent by malicious vehicles, 

and then identifying and isolating the nodes. This article is mainly divided into three steps: Packet 

detection, Sybil node identification, and node isolation [33–36]. 

Figure 1. Sybil attack node graph.

There are many types of Sybil attacks: Direct communication, indirect communication, identity
falsification, identity theft, simultaneous attacks, and non-simultaneous attacks [30–32]. Malicious
vehicles use a few nodes in the car network to control multiple false identities, so as to use these false
identities to control or affect a large number of normal nodes in the network.

3.2. Sybil Attack Discovery

Sybil node discovery is the process of detecting false data packets sent by malicious vehicles,
and then identifying and isolating the nodes. This article is mainly divided into three steps: Packet
detection, Sybil node identification, and node isolation [33–36].

3.2.1. Packet inspection

In the vehicular ad hoc network (VANET) architecture, each vehicle will be equipped with multiple
sensing devices, such as the global positioning system (GPS), radar, etc., to obtain the vehicle speed,
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position, and direction information. Through the cooperative awareness message (CAM), the vehicle
continuously broadcasts its position to the surrounding vehicles in the process of driving, and stores its
own vehicle information package and other traffic-related information packages sent by other vehicles
in its own knowledge base and keeps updating. In this paper, malicious vehicles can forge multiple
identities to send CAM packets through various illegal means to attack. The format of CAM is shown
in Figure 2 below.
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Figure 2. Cooperative awareness message (CAM) data format.

As shown in the figure above, the header of the CAM data stores the time and number of
the data generation, and the basic fields store the ID, movement, and location information of the
vehicle. The vehicle ID is the identification number of each vehicle. Vehicles regularly send CAM data
packets to vehicles in the communication range by providing basic sensing services in a collaborative
intelligent transportation system (ITS) network. According to the broadcasted CAM data packet,
vehicle-related information can be extracted, and the vector of the vehicle at a certain time is defined
as (ID,t,Xpose,Ypose,Dir,v,a), where ID represents the ID of the vehicle; t represents the time stamp of
the node; Xpose, Ypose, represents the location of the node; Dir represents the node driving direction;
v indicates the speed of the node; and a indicates the acceleration of the vehicle.

Therefore, in the time of t ∈ (0, n), the driving information of a vehicle can be expressed as:
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3.2.2. Identification of Sybil Nodes

In the vehicle-connected network architecture, each node can obtain two kinds of information,
one is the CAM data from the neighbor node, and the other is the physical measurement value carried
by the neighbor node. If the neighbor node is a malicious Sybil node, the position information in the
CAM data and its own physical measurement result are very different, and the CAM nodes of different
virtual vehicles all originate from the same physical node. Based on the above differences, this article
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conducts the discovery of Sybil nodes. Using the wireless communication equipment equipped on the
car, the received RSSI can be obtained, that is, RSSI is used as a physical measurement value in the
process of determining the Sybil node.

RSSI indicates the signal strength of other vehicles received in the car-connected network. The unit
is dBm, and its value decreases as the distance d increases. Assuming the distance between vehicles in
vehicle communication is d, the calculated relationship between RSSI and d is:

d = 10
|RSSI|−A

10n . (2)

Among them, the RSSI is a negative value, A represents the signal strength when the transmitting
end and the receiving end are 1 m apart, n represents the environmental attenuation factor, and the
determination of A and n depends on the environment in which the vehicle is located. The study found
that the applicable attenuation models of the car-connected network are:

PL(d) =

 PL(d0) + 10n1 log10

(
d
d0

)
, d0 ≤ d ≤ db

PL(d0) + 10n1 log10

( db
d0

)
10n2 log10

(
d
d0

)
+ Xσ, d > db

, (3)

where db is the critical distance, and the optimal value is 104 m. The parameters of some variables in
the observer line of sight (OLOS) and the line of sight (LOS)are shown in the Table 1.

Table 1. Wireless network attenuation model parameters.

Scenes n1 n2 PL(d0) Xσ

LOS
Highway −1.66 −2.88 −66.1 3.95

Urban area −1.81 −2.85 −63.9 4.15

OLOS
Highway −1.66 −3.18 −76.1 6.12

Urban area −1.93 −2.74 −72.3 6.67

In order to forge multiple identities to broadcast false information, a malicious vehicle needs
to consider that the vehicle is a malicious vehicle if the calculated d does not match the location
information in the CAM data packet sent by the neighboring vehicle.

3.2.3. Sybil Nodes Isolated

In order to speed up and isolate the detection of malicious vehicles and improve the detection
efficiency of IDS, this paper designed a punishment model to reduce Sybil attacks, which can prevent
malicious nodes from continuing to attack other nodes during IDS detection, that is, to record the
vehicle’s attacks through penalty factors, and make the attacking vehicle have no impact on the vehicle
for a period of time. The penalty model for resisting Sybil attacks can be summarized as:

R(n) =
{

I(n)
f (x)D(n)

, (4)

where I(n) refers to the excitation function when the data packet sent by the target vehicle is trusted n,
and D(n) is the penalty function of the trust value when the vehicle n attacks, f (x) > 1. If the vehicle
sends out false data packets, the trust value of the target vehicle will drop rapidly. The greater the
number of attacks, the larger the penalty factor, and the faster the target function will be put into
the blacklist. The flowchart of Sybil node discovery based on the punishment incentive is shown in
Figure 3.
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In the internet of vehicles, the historical data of vehicle nodes is statistically significant to the
discovery of Sybil nodes. In order to forge a false identity, some malicious nodes in the internet of
vehicles propagate malicious data packets. When their historical behavior is malicious, their next
behavior is malicious with high probability. Therefore, according to the penalty function, the trust
value is a subjective prediction of a node’s future behavior based on historical data. Therefore, this
paper uses the penalty function to judge the probability of node behavior, increase the weight of
malicious behavior, and make the trust value quickly converge below the threshold value.

4. Sybil Attack Intrusion Detection Model

In the vehicle-connected network architecture, there are two communication modes for vehicles:
Vehicle-to-vehicle (V2V) communication and vehicle-to-infrastructure, such as charging pile (V2I)
communication, as shown in Figure 4 below. Each vehicle is connected in the vehicle-connected
network architecture. Both the fast charging pile and the fast charging pile are regarded as a mobile
node. Within a certain communication range (generally a radius of 300 m), the dedicated short range
communication (DSRC) transmits its own CAM data packet while inquiring other vehicles about the
CAM data packet to obtain a series of road conditions and roads. Traffic information and its road
map is shown in Figure 5 below, which improves driving safety, reduces congestion, and improves
traffic efficiency.
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4.1. Construct a Self-Learning Sybil Attack Detection Model

Sybil attack detection based on the LSTM neural network algorithm for self-learning technology
is the vehicle through the car networking of ID, node’s timestamp t, vehicle location Xpose, Ypose,
vehicle driving direction Dir, the vehicle’s speed v, and vehicle acceleration a and information is
obtained, such as the RSSI signal abstraction into the LSTM neural network input layer and output
layer neurons. By collecting a large number of CAM data packets, all relevant information in the
database is automatically searched; the ID of the vehicle is extracted, including key information such as
the trust value; a large training data set for neural network training is formed; and finally, this reflects
the design requirements and the complex relationship between the results of the neural network can
be designed for the use of the intelligent detection system on their own.

LSTM is proposed on the basis of the recurrent neural network (RNN), but when RNN optimizes
the back-propagation algorithm, there is a serious problem of gradient disappearance or gradient
explosion. Unlike the hidden layer of the RNN, which has only one state, the LSTM adds a state to the
hidden layer to store long-term time data, which solves the shortcomings of the gradient of the RNN
and can learn long-term dependent information. Therefore, LSTM is more suitable for processing
vehicle data in VANET, and is widely used for time series vehicle data anomaly detection and learning.
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The basic unit logical architecture of the LSTM is shown in Figure 6 below. At time t, vehicle data
xt is input to the LSTM, and then the state value ct−1 and the output value ht−1 at time t− 1 participate
in the calculation at time t. Finally, the calculated value at time t is obtained.
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First, the LSTM unit processes the information of the previous memory state through a forget
gate to determine the information to be forget from the memory state. The forget gate inputs sum and
outputs a value between 0 and 1:

ft = σ
(
W f · [ht−1, xt] + b f

)
. (5)

Among them, W f is the weight matrix of forget gate, [ht−1, xt] means connecting two vectors into
a longer vector, b f is the bias term of forget gate, and σ is the sigmoid function.

Next, decide what information is stored in memory. This consists of two parts. On the one hand,
the sigmoid activation function is used to determine which information to update, and the output is it.
On the other hand, the tanh activation function is used to update the candidate vector, and the output
is C̃t.

it = σ(Wi · [ht−1, xt] + bi), (6)

C̃t = tanh(Wc · [ht−1, xt] + bc), (7)

where Wi, Wc are the weight matrix of the input gate, bi, bc are the bias terms of the input gate, the tanh
function is the activation function, and the formula is expressed as:

tanhx =
sinhx
coshx

=
ex
− e−x

ex + e−x (8)

Finally, which hidden state information to output is decided. First, the output gate is used to
determine what to output, then the activation function is used to process the memory state, and finally
the output gate is used to control the memory state that needs to be output:

ot = σ(Wo · [ht−1, xt] + bo), (9)

ht = ot × tanh(Ct), (10)
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where Wo is the weight matrix of output gate, bo is the bias term of output gate, h (t) is the hidden
state of the output. The cell state Ct consists of two parts, the first part is the product of Ct−1 and the
forgetting gate output ft, and the second part is the product of it and C̃t of the input gate, that is:

Ct = Ct−1 ∗ ft + it ∗ C̃t (11)

The logic structure of the basic unit in LSTM is shown in Figure 6. After the vehicle receives the
beacon message, it first standardizes the data, unifies the data to facilitate the calculation of gradients,
and accelerates convergence. Before testing, training is performed with a small part of the classic data
set. When the accuracy reaches 95% or more, the test is started. Each batch of training data needs to be
randomly selected to achieve a different combination of training data in each batch.

4.2. Sybil Attack Detection Process Based on Self-Learning

We can assume that the vehicle nodes are in N states, and in each state, the vehicle can operate
normally or maliciously. It is assumed that the current vehicle receives CAM data packets from a
specific vehicle multiple time; the corresponding RSSI value set is:

RSSI = [rssi1, rssi2, · · ·rssin]. (12)

The location information of the vehicle in the CAM data packet is:

U = [u1, u2, · · ·un]. (13)

The difference between the physical measurement RSSI and CAM data packets can be expressed as:

di f f = f (RSSI, U). (14)

The intrusion detection system is an active security protection system. It analyzes vehicle
data, vehicle flow data, and other characteristics to determine whether the vehicle is normal or
contains potential danger. Intrusion detection systems can generally be divided into three modules:
A data acquisition module, an intrusion detection module, and a response processing module.
This article mainly analyzes the value of di f f to determine whether the vehicle is a malicious vehicle.
The processing flow of its intrusion detection method is shown in Figure 7.
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As shown in Figure 7 above, once a beacon message broadcast by a vehicle in a VANET from
a neighbor vehicle, the LSTM module is used to form a feature vector to filter the beacon message
broadcast by the neighbor vehicle. If the feature vector has historical data in its knowledge base, it will
directly call the black and white list of vehicles to make a judgment. If the extracted feature vector is
not in the historical data, IDS needs to be used to determine whether there is an attack on the beacon
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message. The detection of the Sybil node in Figure 3 is the core of the IDS, which tries to detect the
occurrence of a Sybil attack. If the IDS judges that there is no deviation in the message, it will accept
the vehicle to add the vehicle ID to the white list. If an attack is detected, the vehicle will be regarded
as an attack vehicle, and the feature vector and related data will be updated into the knowledge base.

In order to train the self-learning IDS proposed in this paper, first of all, the training process
should be carried out without malicious vehicles, so that the system can detect the biased VANET
messages according to the normal model. The vehicle’s measured distance and physical distance are
comprehensively considered. Through the feature extraction of the LSTM neural network and the
continuous updating of the knowledge base, a white list (the ID of the vehicle with a higher trust value
is stored) and a black list (the ID of the vehicle with a lower trust value is stored) is created. Using
the vehicle blacklist and whitelist, the detection system can quickly evaluate credible vehicles, and
continuously update the knowledge base based on the scores of the detection system and the learning
of the LSTM neural network itself.

Since the trust value of each vehicle changes dynamically, but the recently entered trust value is
more credible than the historically entered trust value, it is necessary to introduce a weight parameter,
a time forgetting factor µ, when updating the trust value; the update formula is:

R = µ×Rnew + (1− µ) ×Rold, (15)

where Rnew is the trust value recently entered by a certain vehicle. Rold is the trust value entered in the
vehicle history., and µ > 0.5.

5. Simulation Experiment of the Intrusion Detection Mechanism Based on Self-Learning

5.1. Experimental Environment and Evaluation Criteria

In this simulation experiment, we analyzed and evaluated the performance of the self-learning
intrusion detection mechanism. Before the experiment started, it was run in an attack-free environment,
and data was collected in the absence of an attack in order to distinguish it from later Sybil attacks.
Then, an intrusion detection experiment was performed on a 1-km highway. At the same time, charging
piles were installed on the highway. In our simulation, the attack flow and normal flow occurred
randomly. The normal flow and the attack flow lasted for 2 min each time, and the number of vehicles
changed. The experiment was carried out through the Urban Traffic Simulation Tool (SUMO) and
Network Simulator version 2 (NS2). Among them, SUMO is currently the most-used road simulation
package. It can simulate urban road networks. It is an object-oriented, time-discrete network simulation
tool. The interface can also present many perfect low-level protocols. NS2 is a kind of object-oriented
network simulator. We used it to simulate the vehicle network easily. The experimental simulation
parameters are shown in Table 2.

Table 2. Experimental parameters.

Parameter Parameter Value

Vehicle speed 10–30 m/s
MAC protocol 802.11 p

Sending frequency 1 Hz
Communication range 200 m

Simulation time 1000 s

5.2. Data Preprocessing

The vehicle will inevitably be affected by other electromagnetic waves during driving, which
makes the collected vehicle data abnormal, such as RSSI, wavelength, transmission rate, etc. By
calculating the range of the attribute data in the vehicle data (range = maximum − minimum), it
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was found that some of the data were extremely different, so the attribute data of the vehicle was
standardized to avoid the huge impact of abnormal data on the distance calculation.

The normalized formula is as follows:

yi =
xi − x

s
, x =

1
n

∑n

i=1
xi, s =

√
1

n− 1

∑n

i=1
(xi − x)2. (16)

Among them, xi represents raw data that has not been processed, yi represents the data after
normalization, and n represents the number of data.

6. Experimental Results and Analysis

In order to verify the effectiveness of the model designed in this paper, two evaluation criteria,
the detection rate and false detection rate, were used. The detection rate is the ratio of the number of
malicious vehicle nodes successfully detected to the number of malicious vehicle nodes in the network.
The proportion of normal vehicle nodes that are misdetected are referred to as malicious vehicle nodes.
At the same time, in order to improve the accuracy of the mechanism, the experiment performed
multiple simulations to find the average value.

6.1. Analysis of Simulation Experiment Results

Figure 8 shows the changes in the trust values of the two normal and malicious nodes selected.
With the detection of the vehicle during the simulation time, the trust value of the normal vehicle
is continuously rising. At 1000 s, the trust value is about 0.96. Assuming the threshold is 0.5, the
vehicle is a trusted vehicle. At 1000 s, the trust value of a vehicle is about 0.1, which is far below the
credibility threshold. The vehicle is a malicious vehicle. It can be seen that the detection model can
detect malicious vehicles with a trust value below a threshold.
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6.2. Performance Analysis

As shown in Figure 9, if the electric vehicle charging pile is also regarded as a vehicle node, as the
number of vehicle nodes increases, the detection rate of Sybil attacks also increases, and the false
detection rate will continue to decrease. This is because when the number of vehicle nodes is small
and the learning attack feature time is short, the nodes are sparsely distributed and the Sybil attack
detection is not accurate. With the increase of the learning time, the detection rate of Sybil attacks
eventually remained at about 95%, and the false detection rate remained at about 5%.Energies 2019, 12, x FOR PEER REVIEW 12 of 14 
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In order to further prove the effectiveness of the self-learning scheme in this paper, by setting
the same normal flow and attack flow attack flow, the self-learning scheme method in this paper
was compared with the method that does not use the self-learning scheme in [16]. As can be seen
from Figure 10, in the case of using the self-learning scheme in this paper and the case without the
self-learning scheme, the detection rate of both models decreases when the number of malicious nodes
increases, but when the detection time is greater than 300 s, the detection rate using the experimental
scheme is significantly higher than the detection rate without using the experimental scheme and
the detection rate is steadily tending to 96%, while the detection rate without using the self-learning
scheme is relatively stable under a short time. However, when the time reaches after 120 s, the detection
rate is not stable. It can be seen that the self-learning scheme used in this paper has obvious efficiency
and applicability compared with the non-self-learning scheme.
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7. Conclusions

After investigating at the problem of information security between EVs and charging piles, the
self-learning-based intrusion detection mechanism constructed in this paper can prevent various
Sybil attacks. Compared with the existing methods, the proposed solution effectively ensures the
integrity of the message and protects the privacy of the EV. By establishing a reputation threshold and
a trust threshold for each node broadcast message, malicious nodes are effectively identified. At the
same time, the scheme establishes a self-learning Sybil attack detection structure, and adapts to the
high-dimensional highly dynamic topology of the vehicle network with lightweight ideas. This scheme
has a high detection rate and a low false detection rate for malicious nodes whether they come from
forged or legal identities.

In the simulation experiments, the performance of the self-learning detection model in this paper
was evaluated from the results of simulating trust values and the detection rate of malicious nodes.
The experimental results show that this self-learning detection model can quickly detect a variety of
malicious nodes, and the detection rate of malicious nodes is also high. Compared with the existing
detection models, the detection model proposed in this paper is suitable for the vehicle-to-vehicle
communication environment. The self-learning model accelerates the detection speed of malicious
nodes compared with the traditional model. At the same time, it can detect not only the known
attack types in the database but also the unknown attack types. In summary, this solution can be
applied to the on-board system of electric vehicles, ensuring the information security requirements
of the communication system between EVs and charging piles, and laying the foundation for the
development of new energy vehicles.
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