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Abstract: Complex relations link climate change and agriculture. The vast majority of the studies that
are looking into the quantification of the climate impacts use the Global Warming Potential (GWP)
for a 100-year time horizon (GWP100) as the default metrics. The GWP, including the Bern Carbon
Cycle Model (BCCM), was proposed as an alternative method to take into consideration the amount
and time of emission, and the fraction of emissions that remained in the atmosphere from previous
emission periods. Thus, this study aims to compare two methods for GHG emission accounting from
the agriculture sector: the constant GWP100 and the time dynamic GWP100 horizon obtained by
using the BCCM to find whether the obtained results will lead to similar or contradicting conclusions.
Also, the effect of global temperature potential (GTP) of the studied system is summarized. The
results show that the application of the BCCM would facilitate finding more efficient mitigation
options for various pollutants and analyze various parts of the climate response system at a specific
time in the future (amount of particular pollutants, temperature change potential). Moreover, analyze
different solutions for reaching the emission mitigation targets at regional, national, or global levels.

Keywords: climate modelling; climate change; climate policy; emission accounting; global warming
potential; global temperature change potential; greenhouse gas emissions; impulse response function;
Bern Carbon Cycle model; climate impacts of agriculture system

1. Introduction

The growing global population leads to an increasing need for resources—food, energy, and
materials. This expanding demand forces the shift from a fossil-based linear economy to a sustainable
biobased economy. Bioeconomy demands biological feedstock that has the potential to generate a
spectrum of bio-based products by involving multidisciplinary areas of science, management, and
engineering [1]. Agriculture is the primary supply of nutrition and bioenergy and a substantial
contributor to the bioeconomy. Yet, agriculture is also linked with environmental, economic, and social
aspects of climate change. For example, climate change affects the productivity of the agriculture
sector, and thus change in the agricultural practices feedback to the greenhouse gas (GHG) balance.
Therefore, climate change and agriculture are linked by complex relations, which can be difficult to
define or measure [2].

The vast majority of the studies that are looking into the quantification of the climate impacts
use the Global Warming Potential (GWP) for a 100-year time horizon as the default metrics. Since the
development of GWP metric in the early nineties, there have been updates only on the numerical value
of this metric, rather than the development of the assessment methodology itself [3].
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The use of GWP is an accepted measure within the Kyoto Protocol to the United Nations Framework
Convention on Climate Change as a measure to weigh the impact of climate due to the emissions
of GHGs. Although the use of GWP has received various criticism due to underlying assumptions,
it became widely accepted measure because of transparency and ease of use [4]. There were numerous
alternative methods developed to substitute use of GWP, such as Global Temperature Change Potential
(GTP) by Shine et al. [4], Global Warming Potential using cumulative CO2 forcing-equivalent (GWP*)
by Allen et al. [5] and other normalized point and integration metrics (see the review by Levasseur
et al. [6]). Current studies on climate science show that processes occurring in the natural environment
sometimes cannot be reasonably well quantified using a single value for measuring the impact created
in the 100-year perspective. This quantification using a single value cannot be done due to the
non-linear nature of the emission dissipation in various environments that leads to spatial and temporal
heterogeneities. Misinterpretation of these effects can lead to policy decisions that underestimate the
impacts of the emissions with a short lifetime and with a dominating local pollution effect. An example
of this phenomenon is given in the thesis work by Shimako [7] and published in the paper by Shimako
et al. [8]. This work shows that the same amount of emissions might have different influence if the
timing of emissions is considered. Another limitation of GWP is that it estimates the forcing of the
climate but does not characterize the impact of climate dynamics. Although climate dynamics are
included in the global temperature change potentials (GTPs), they are not intended to illustrate the
influence of radiative forcing and enable a qualitative interpretation of causes [9].

The GWP, including the Bern Carbon Cycle Model (BCCM), was proposed as an alternative
method to take into consideration both amount and time of emission, as well as the fraction of emissions
remaining in the atmosphere from previous emission periods. Furthermore, BCCM considers the effect
of GHG emissions estimated as a continuous pattern that handles removals (via sinks) and addition of
new emissions to the “stock” of the atmosphere hence also considering the climate system response
to emissions.

Thus, this study aims to compare two methods for GHG emission accounting from the agriculture
sector. Firstly, the constant GWP values for a 100-year time horizon (GWP100) and, secondly, the time
dynamic GWP values for a 100-year time horizon obtained by using the BCCM to find whether the
obtained results will lead to similar or contradicting conclusions. Also, the effect of global temperature
potential (GTP) of the studied system is summarized.

The agriculture sector is the world’s leading source of non-CO2 GHG emissions and the second-
largest GHGs emission source overall. On the global scale, in 2010, the non-CO2 GHG emissions from
agriculture accounted for 10–12% of the total annual anthropogenic emissions or 5.2–5.8 Gt CO2 eq. [10].
The same share of the GHGs emissions from agriculture is also evident in the European Union (EU),
where 0.442 Gt CO2 eq. originated from agriculture that corresponds to around 10% of the total annual
GHG emissions in the EU. Based on the EU strategy for a low-carbon economy by 2050 [11], non-CO2

GHG emissions or GHG emissions not covered by the EU Emissions Trading Scheme (non-ETS) should
be cut down by 30% in the comparison to the emission in 2005 [12]. Thus, these emission reductions
should also substantially relay on the emission cutbacks in the agriculture sector. Therefore, a lot of
research is put into the evaluation of emission mitigation potential in the EU Member states, including
a detailed analysis of the agriculture sector [13,14].

2. Materials and Methods

In this study, we compare the method for “traditionally” accounted for GHG emissions and
the GWP method that is used in the BCCM. By “traditional” accounting, we mean the use of GWP
and multiplying this value of GWP with the corresponding amount of GHG emission of the specific
pollutant, given in IPCC guidelines for national GHG inventories and Section 2.1 of this article. As a
method using the BCCM, we refer to the use of impulse response function and decay of pulse emissions,
which is also covered in the latest (fifth) IPCC assessment report [15] given in detail in Section 2.2 of
this article.
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2.1. Method Used in IPCC Guidelines for the National GHG Inventories

The Intergovernmental Panel on Climate Change (IPCC) has created an internationally agreed
methodology for the assessment of GHG emissions from numerous sectors, including agriculture [16].
The assessed GHG emissions (inventories) are used for approximate anthropogenic emissions by
sources and removals by sinks of GHGs. Each year, countries, including the EU Member States,
submit individual reports on the inventory of national emissions to the United Nations Framework
Convention on Climate Change (UNFCCC). These reports are used to account for the current state of
the GHG emissions, see global trends, and make forecasts. Moreover, IPCC has accomplished that
based on the reports, governments take action towards the mitigation of climate change [2].

The GHGs included in the IPCC guidelines are carbon dioxide (CO2), nitrous oxide (N2O),
methane (CH4), and fluorinated gases (HFCs, PFCs, and SF6). To quantify, compare, and analyze the
emissions, promote mitigation options, and design sustainable policy strategies, a default emission
metric, CO2 equivalent (eq.), has been developed. The CO2 eq. is obtained by multiplying the estimated
amount of non-CO2 GHG emission (component i) by a coefficient of that specific non-CO2 emission for
a fixed time horizon (usually 20 or 100 years) and summing the obtained individual CO2 eq. values
into an aggregated emission metric. The coefficient used is known as the global warming potential
(GWP)—“an index, based on radiative properties of greenhouse gases, measuring the radiative forcing
following a pulse emission of a unit mass of a given greenhouse gas in the present-day atmosphere
integrated over a chosen time horizon, relative to that of CO2” [15].

Based on new scientific and technical knowledge, the guidelines have had two major revisions
since their 1996-version: “2006 IPCC Guidelines for National Greenhouse Gas Inventories” and
the recently adopted “2019 Refinement to the 2006 IPCC Guidelines for National Greenhouse Gas
Inventories”. As a result of refinement, new sources, and pollutants, and updates to the previously
published methods, have been included in the guidelines. Also, the numeric value of the global
warming potential has been updated since its first introduction in the early nineties (see Table 1).
Changes in the GWP value have been made due to improved scientific knowledge and updated
estimates of the energy absorption, lifetime, impulse response functions. Estimates on impulse response
functions or radiative efficiencies of GHGs vary because of changing atmospheric concentrations
of GHGs that result in a change in the energy absorption of one additional ton of a gas relative to
another [15]. Since GWP of CO2 is used as a reference, GWP of CO2 equals one and remains constant
regardless of the used time frame. Therefore, any parameter adjustments for CO2 will affect all results
of the assessments done for other GHGs [15].

Table 1. Global Warming Potential (GWP) values since the first assessment report, unitless [15,17].

Time Horizon Gas IPCC 1990 IPCC 1996 IPCC 2000 IPCC 2006 IPCC 2013 IPCC 2013 1

20 years CH4 63 56 62 72 84 86
20 years N2O 270 280 275 289 264 268
100 years CH4 21 21 23 25 28 34
100 years N2O 290 310 296 298 265 298

1 With climate-carbon feedbacks [15].

The selection of time horizon has a substantial influence on the GWP values; hence, the estimated
contribution to the total emissions by the component i [15]. The majority of studies and agreements
use the 100-year time horizon. Also, the Kyoto Protocol and the Paris Agreement are based on GWPs
from pulse emissions over a 100-year time horizon. And, indeed, for many objectives, the 100-year
time horizon is applicable, especially taking into account the long-term effects of GHG emissions and
the need for long-term modelling of future temperatures. Yet, the 20-year time horizon might be a
more appropriate choice for regional/national strategies or mid-term modelling applications as their
focus typically is on a much shorter time frame [18]. In addition, tropospheric temperatures that are
more relevant for regional/national decision makers may show more rapid changes in radiative forcing,
which creates a situation when the choice of a short time horizon is more fitting [19].
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Although the use of the GWP is considered a relatively simple and easy-to-use method, in recent
years, it has received some criticism. For example, Peters et al. [20] and Ledgard and Reisinger [21]
point to the contrary outcomes that frequently are the result of a negligent and only implicit value
judgment of the time horizon to be selected. Joos et al. [22] and Tanaka et al. [23] emphasize the
importance of the proper selection of the time horizon in the determination of metrics variability,
especially for the GWP value given to gases with a relatively short lifetime (e.g., CH4) compared
to gases with long lifetimes (e.g., CH2). Cherubini et al. [3] state that uses of GWP values omits
impacts from short-term gases and biophysical factors arising from changes in land cover, as well as
overlooks the temporal and spatial heterogeneities of the climate system response to GHG emissions.
Also, Skytt et al. [18] state that with GWP, a difficulty exists on how to value CH4 emissions with
CO2 and that the use of GWP values provides “static” information expressed as the radiative forcing
potential at a specific time horizon. Finally, the phenomenon of overall acceptance and use of the
GWP as a metric for GHG emission accounting by policy developers and scientific community is
surprising, considering that since its first introduction by the IPCC in the first assessment report [17],
it has had no direct estimation of any climate system responses or direct link to policy goals (Myhre
et al. [15]; Cherubini et al. [3]). Hence, the potential use of alternative methods have been proposed
and extensively discussed in the literature (see, e.g., Cherubini et al. [3], Levasseur et al. [6], and Skytt
et al. [18]). In Section 2.2., a method based on the BCCM is presented as an alternative approach for
estimating the temporal effects of GHGs on the climate system.

2.2. Method Used in the Bern Carbon Cycle Model (BCCM)

The BCCM describes the decay pattern of GHGs in the atmosphere [24], i.e., both the amount and
time of emission are considered, as well as the fraction of emissions remaining in the atmosphere from
previous emission periods. Moreover, not constant values are taken (as 20 or 100 years), but the effect
of emissions is estimated as a continuous pattern that considers removals (via sinks) and addition of
new emissions to the “stock” of the atmosphere, hence also considering the climate system response to
emissions. The BCCM targets several aspects of the climate impact cause-effect loop (see Figure 1).
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Figure 1. The cause-effect loop of greenhouse gas (GHG) emissions and climate change in blue given
segments of the loop that are studied in this article. Figure adapted from Fuglestvedt et al. [25].

The application of climate impulse response models for GHG emissions has been developed by
Levasseur et al. [26] and Joos et al. [22]. The impulse response function (IRFs) are usually used in
two ways: to describe the decay of atmospheric concentration of pulse emissions or to express global
temperature changes due to pulse radiative forcing [27]. The effect of IRF inclusion in the climate
response model is graphically represented in Figure 2.
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Pulse emission is the emission of 1 kg of pollutants at the time t = 0. When pulse emission is
released to the atmosphere, it serves as an impulse to the complex set of behavioural reactions that
occur in climate systems.

These climate responses are condensed into simplified mathematical models that use impulse
response function (IRF) [27] given as a response of the temporal temperature to a sudden unit pulse of
radiative forcing [28],

yi(t) =
∫ t

0
xi(t)IRFi(t)dt (1)

where yi(t) is the environmental impact of the pollutant i at the time step t, x is the emitted amount of
the pollutant i, and IRFi is the impulse response function of the pollutant i [29],

AGWPi(H) =

∫ t

0
RFi(t)dt = AiRi (2)

where AGWPi is the absolute global warming potential of pollutant i (W·m−2kg−1
·year), RFi is the

radiative forcing occurring due to a pulse emission of pollutant i emitted to the atmosphere at time
horizon H (W·m−2). RF is the function of specific radiative forcing (Ai, W·m−2kg−1)—the ability to
increase RF when the unit of the specific pollutant’s i mass increases in the atmosphere (see Table 2 for
numerical values), and the fraction of pollutant’s mass remaining in the atmosphere after the pulse
emission of the pollutant i (Ri). The fraction of pollutant’s i mass remaining in the atmosphere at the
time moment t (Ri(t)) is given as a simple exponential decay function:

Ri(t) = exp(−t/τi) (3)

where τi is the time needed for the pulse emission of pollutant i to converge to zero concentration,
known as perturbation lifetime (years) [22], for CO2, CH4, and N2O emissions, the pattern of R is
substantially different over a 1000 years’ perspective (see Figure 3).

Table 2. Specific radiative forcing (Ai), perturbation lifetimes (τi), and parameter ai values for the
calculation of the pollutant’s fraction remaining in the atmosphere (Ri) [3,15,22,29].

Pollutant
Constants

Ai, W·m−2kg−1 τi, Years ai, Unitless

CH4 1.82·10−13 12.4 -
N2O 3.88·10−13 121.0 -

CO2 1.7517·10−15

- 0.2173, a0
394.40, τ1 0.2240, a1
36.54, τ2 0.2824, a2
4.304, τ3 0.2763, a3

Most of the pollutants follow single exponential decay, while for the CO2, the behaviour is given
with more complex equations [22]. Hence, also the fraction of various GHGs remaining in the air varies
by nature. As seen in Figure 3, for CH4, the decay is much faster, while almost a quarter of the CO2

emitted in the year 0 is still present in the atmosphere even after 1000 years.
While the perturbation lifetime and specific radiative forcing are known constants for some of

the emissions, such as CO2, CH4, N2O, and others (see Table 2 for numerical values). The fraction of
CO2 pulse emission remaining in the atmosphere cannot be represented by a single constant and a
simple exponential decay function, as in the case of CH4 and N2O. The fraction of CO2 pulse emission
remaining in the atmosphere follows approximation by a sum of exponential functions:

RCO2(t) = a0 +
∑3

i=1
ai exp(−t/τi) (4)
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Global warming potential for pollutant i at time t (GWPi(t)) is calculated by referring absolute
global warming potential of the pollutant i (AGWPi), to the AGWP of the reference gas, usually CO2,
and integrating it over time period t:

GWPi(t) = AGWPi(t)/AGWPCO2(t) =
∫ t

0
RFi(t)dt/

∫ t

0
RFCO2(t)dt (5)

The change of normalized GWP values and absolute GWP values over 100 years in the case of
pulse emissions of CO2, N2O, and CH4 are given in Figures 4 and 5, respectively.
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As can be seen in Figures 4 and 5, the trendlines for the emissions of CH4 and N2O are both of
different natures and different magnitude, while CO2 constant values of 1 are assumed.



Energies 2020, 13, 800 7 of 21

Energies 2020, 13, x FOR PEER REVIEW 7 of 24 

 

 
Figure 4. Normalized GWP values as a response to emission of CO2, N2O, and CH4 at year zero. The 
values are normalized to the maximum value of the corresponding GWP of each gas, unitless. 

 
Figure 5. Absolute GWP values as a response to emission of CO2, N2O, and CH4 at year zero, unitless. 

As can be seen in Figures 4 and 5, the trendlines for the emissions of CH4 and N2O are both of 
different natures and different magnitude, while CO2 constant values of 1 are assumed. 

Global temperature potential for pollutant i at time t (GTPi(t)) is calculated by referring absolute 
global temperature potential of the pollutant i (AGTPi), to the AGTP of the reference gas, usually CO2, 
and integrating it over time period t: ( ) = ( ) ( )⁄  (6) 

where the absolute global temperature change potential of pollutant i in the time horizon H 
(AGTPi(H), K·kg−1) [4,30] is calculated as: ( ) 	= 	 ( ) ( 	 − 	 )  (7) 

where RT is the climate response (K·m2·W−1·kg−1), H is the time horizon over which the absolute global 
temperature change potential is calculated (years). RT is given by the sum of exponentials: ( ) = 	 ( )⁄ (− )⁄  (8) 
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Global temperature potential for pollutant i at time t (GTPi(t)) is calculated by referring absolute
global temperature potential of the pollutant i (AGTPi), to the AGTP of the reference gas, usually CO2,
and integrating it over time period t:

GTPi(t) = AGTPi(t)/AGTPCO2(t) (6)

where the absolute global temperature change potential of pollutant i in the time horizon H (AGTPi(H),
K·kg−1) [4,30] is calculated as:

AGTPi(H) =

∫ H

0
RFi(t)RT(H − t)dt (7)

where RT is the climate response (K·m2
·W−1

·kg−1), H is the time horizon over which the absolute
global temperature change potential is calculated (years). RT is given by the sum of exponentials:

RT(t) =
∑M

j=1
(c j/d j)exp(−t/d j) (8)

where cj is climate sensitivity (K·(W·m−2)−1), and dj is response time (years) (see Table 3 for numerical
values). In this equation, the first term is the reaction of the mixed layer in the ocean to a forcing; the
second term is the reaction of the deep layer in the ocean. Two exponential terms based on Boucher
and Reddy for the non-CO2 greenhouse gases and CO2 are given in Equations (9) and (10), respectively.

AGTPi(H) = Ai

∑2

j=1
τc j/(τ− d j)

(
exp(−H/τ) − exp

(
−H/d j

))
(9)

AGTPCO2(H) = ACO2

∑2
j=1

[
a0c j

(
1− exp

(
−

H
d j

))
+

∑3
i=1

aiτic j
τi−d j

(
exp

(
−

H
τi

)
− exp

(
−

H
d j

))] (10)

Table 3. Values of the climate sensitivity and response time coefficients [15].

Coefficient 1st Term 2nd Term

cj, K(W·m−2)−1 0.631 0.429
dj, years 8.4 409.5
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The concept of GTP was first introduced by Shine et al. [4] and further discussed in Shine et al. [31].
The change of normalized GTP values and absolute GTP values over 100 years in the case of pulse
emissions of CO2, N2O, and CH4 are given in Figures 6 and 7, respectively.
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2.3. Case Study—Agriculture Sector in Latvia

In the agriculture sector, aggregated annual GHG emissions is a commonly used measure to
characterize pressures and risks that GHGs produced on an ecosystem. The total rate of GHG emissions
given as t CO2 eq. from agriculture per country per year is estimated by following the IPCC guidelines
for national GHG inventory [32]. The main contributors to GHG emissions from the agriculture sector
are methane (CH4) and nitrous oxide (N2O). Livestock enteric fermentation and addition of fertilizers to
soils represent the largest emission sources, livestock manure management being a smaller source. In
this study, the agricultural GHG emission results obtained and presented by Dace et al. [2] are used. In
their study, Dace et al. [2] developed a system dynamics model of the Latvian agriculture sector and
followed the IPCC guidelines for national GHG inventories [16] to calculate the sectoral GHG emissions.

The model included the following elements that usually create agricultural systems in the majority
of countries: land management, production of livestock and crops, management of manure, fertilization
of soil, also various decisions, such as choice of the practices of manure management and the type of
crops produced. Thus, the interlinkages and complexity of the sector were simulated. The model was
validated against the historic data and used for making GHG emission projections until 2030. In this
study, we use the amount of GHG emissions estimated by Dace et al. [2] (see Figure 8) and apply the
two methods provided in Section 2 to compare the obtained results expressed as aggregated GHG
emissions in CO2 eq.
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3. Results and Discussion

The temporal effects of the annual emissions on the current year basis and the cumulative effect of
this flow in the atmosphere for both continued emission flow and the eliminated emission flow are
given in Figure 9.

In Figure 9, each curve represents the annual pulse emissions. Since the pollutants emitted in
previous years are still in the atmosphere and decaying (see Figure 4 for individual emission decay
trendlines), these pollutants are added up to emissions of the current year. The accumulation of these
pulse emissions is continued until the pollutant has converged to zero concentration.

As can be seen in Figure 9, the flow rate of emission on the current year basis is relatively lower
than the amount of the total cumulative emission in the air from the previous years. From this
observation, two essential conclusions can be given. First, the importance to account and reduce also
“small” amounts of emissions since these “small” amounts add up to a more significant cumulative
effect. And second, the interference in the flow of the emissions will have a “visible” affect only a
couple of decades later, since it takes time to decay emissions already accumulated in the atmosphere.

The cumulative GHG emissions calculated using the GWP100 values from the IPCC fourth [16]
and fifth [15] assessment report and the emissions calculated using the decay function from BCCM
show more substantial disparities in a shorter time horizon. At the same time, these disparities reduce
in a longer time horizon (see Figure 10).

The use of the latest GWP100 values from IPCC 2013, which include carbon cycle feedback [15],
results in emission curves located closer to the curves obtained with BCCM than the use of GWP100
values taken from IPCC 2006 [16]. Especially significant convergence towards numbers obtained by
BCCM is evident for CH4 emissions using IPCC 2013 values instead of IPCC 2006 values. As one of
the thought-provoking differences between results in IPCC and BCCM methods, the different nature of
the line shapes should be stressed out. Since CH4 decay has an evident non-linear nature, the most
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significant difference in the results is created in the near-term estimates of the CH4 impacts. Similar
findings are given in the work by Allen et al. [5], where the most significant misrepresentation of
the impacts using GWP is evident in the case of methane and aerosol emissions. In Figure 10, this
difference is given between the straight lines of IPCC 2006 and IPCC 2018 results and the non-linear
line of BCCM results. Where an almost twofold difference is created in the short-term analysis, this
difference cannot also be compensated with overestimated N2O impacts, because N2O results by
BCCM follow a linear nature until 2030 relatively tightly.Energies 2020, 13, x FOR PEER REVIEW 11 of 24 
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These differences in the total cumulative amounts of GHG emissions are due to the use of constant
GWP values in the IPCC methodology, while in decay function, the GWP value changes with time; see
Figure 11 for GWP values for N2O emissions and Figure 12 for CH4 emissions.
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Figure 11. Absolute GWP values for N2O emissions given using the BCCM “GWP for N2O” and
average GWP values for the first 20 years after pulse emission of N2O named “av.GWP20 for N2O”
and has the value of 288.05; for the first 100 years—“av.GWP100 for N2O”; for the first 500 and 1000
years—“av.GWP500 for N2O” and “av.GWP1000 for N2O”. GWP value for the first 100 years given in
the IPCC 2013, including the carbon cycle feedback, has the value of 298 and is given as “GWP100 for
N2O IPCC 2013*”, unitless.

The high sensitivity of the GWP values for the chosen time frame for CH4 and N2O is due to
the non-linear nature and different mathematical functions used for approximation of these decay
functions. The difference in the average values of GWP for different time horizons can be substantial,
and the obtained conclusions can be misleading. When using these averages, a situation is also possible
when a longer time horizon diminishes the importance of local and relatively short lifetime emissions,
such as CH4. For example, the described situation is evident that in the case of N2O emissions, the
time frame of 20 or 100 years does not change the applied GWP values so significantly as they change
in the case when CH4 is assessed either in 20 or 100 years (see Figure 12).

Also, the perturbation time of CH4 emissions is approximately ten times less than the perturbation
time of N2O emissions. Thus, the use of single metrics for such different behaviour is rather challenging.
The difference in the emissions’ trendlines, given in Figure 10, between the GWP values from IPCC
and the values from BCCM is visually explained in Figures 11 and 12, where GWP100 values used in
IPCC2013 for N2O and CH4 emissions graphically are located between different segments. In Figure 11,
for N2O emissions, the value of GWP100 from IPCC2013 is 298, including carbon cycle feedbacks. This
value of 298 is higher than the mathematical average of GWP20 and GWP100 values for N2O. While
for CH4 emissions given in Figure 12, the value of GWP100 from IPCC2013 is 34, including carbon
cycle feedbacks. This value of 34 is in between the mathematical average of GWP20 and GWP100
values for CH4. Thus, these selected GWP100 values from IPCC describe different segments of the
emission decay period for N2O and CH4 and, therefore, create differences in the obtained results.

Also, longer time horizons, in general, give lower GWP values. Thus, it is always better to select a
longer time horizon to have a smaller impact, but does it provide a reasonable picture of these impacts?
It can be further discussed, how can the assessment of the impact at the government or enterprise-level
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reasonably give an interpretation for the values of the possible impacts in 100 or 500 years? And how
realistic is it that the cost of these created impacts in 100 or even in the next 20 years will be adequately
attributed to the producer or consumer of today? In Figure 10, the total cumulative GHG emissions
calculated using GWP values suggested by the IPCC and decay functions are compared until 2030.
Usually, the comparison is used to show the created impact. In fact, the effect of the emissions occurring
in the last year (2030) and a couple of years before 2030 are not included in the calculations when using
the decay function. For the more realistic impacts, see Figure 13a.
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Figure 13. The comparison of the total cumulative GHG emissions calculated using IPCC methodology
and decay function before and after year 2030, Latvia (a) reference case or business as usual based on
Dace et al. [2] (b) constant emission after 2020, (c) declining emissions by 2% after 2020, (d) declining
emissions by 10% after 2020.
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Assuming that after the year 2030, no more emissions are occurring, Figure 13a shows how the
amounts of the emissions released to the atmosphere until 2030 slowly decay. The figure shows that
the fraction remaining in the air of various GHG emissions varies by nature. For CH4, the decay is
much faster, while N2O has not even halved since its release. Similar findings of the lack of appropriate
comparison between short-lived GHGs (in this case, CH4) and long-lived GHGs (N2O) are discussed in
work by Boucher et al. [30]. The authors explain that difficulty in using GWP for short-lived GHGs is
because the GWP value does not consider that the radiative forcing of these short-lived GHGs has time
to relax and reach equilibrium in the analyzed time horizon. Thus, Boucher et al. [30] have introduced
the GTP concept that generalizes climate impacts and considers different climate responses for both
short and long-lived GHG emissions.

The faster decay of CH4 is usually used as the argument to reduce the importance of this emission,
especially in the agriculture sector, where CH4 emissions have a significant share in the total impact
categories; see Figure 14a,b.
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If the impact on the GTP from CH4 is assessed, it can be seen that CH4 shows a more obvious
temperature change effect in a shorter run and, in total, contributes to more than half of the temperature
change effect created by the agriculture in Latvia, as given in Figure 14.

In this case, various different scenarios of the agriculture emission are modelled, such as constant
emissions or decreasing emissions; see Figure 15. As can be seen, Figure 13a–c depict related trends
very precisely. For example, the total emissions from agriculture in Latvia in the year 2030 between
scenarios given in Figure 15a, business as usual or 2% growth of emissions and Figure 15b, constant
emissions after the year 2020 calculated based on BCCM will differ by 4% only. This example shows
how hard it is to reach the emission reductions due to accumulation and long perturbation time of
these emissions in the atmosphere. In work by Olivié and Peters [27], the common characteristics and
differences between GWP and GTP are discussed. Both methods are designed to be simple tools for
comparing impacts to climate from several types of GHG emissions. Both methods refer to the pulse
emission of some specific GHG in comparison to the pulse emission of the same quantity of reference
CO2 emissions, while the difference is in the used mathematical model—where GWP is based on
comparing the changes in radiative forcing overtime, and GTP on global mean temperature changes
over time [4].
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Figure 15. Modelled scenarios for the emissions from agriculture in Latvia, (a) reference case or business
as usual based on Dace et al. [2], (b) constant emission after 2020, (c) declining emissions by 2% after
2020, and (d) declining emissions by 10% after 2020.

The most significant difference between GWP and GTP is that GTP is an end-point metrics, while
GWP is a cumulative measure of climate change. Thus, the value of radiative forcing is of great
importance in the analysis of GTP, and more weight is given to climate effects of radiative forcing
that come later in the perturbation time of the analyzed pollutants. Thus, for the emissions with a
shorter perturbation time, there will be a more significant difference between the results of GWP and
GTP results. This theory implies that the GWP assessment gives an overestimation of the short-lived
pollutants for the mitigation of climate change. In work by Boucher and Reddy [30], the difference
between black carbon emissions for 100 years perspective in the case of using GTP gave seven times
smaller impact than the corresponding GWP assessment. These findings are also in agreement with
the work of Shine et al. [4]. Also, the choice of the time horizon to evaluate the impacts of the emissions
is of significant importance. By far, the most common practice is to use a 100-year time horizon, since
it is used in the Kyoto Protocol [27], but there is no scientific justification in using this particular
time horizon. The larger the time horizon is chosen, the fewer effects can be attributed to short-lived
pollutants [30]. On the other hand, sustainability cannot be achieved if only long-lived pollutants are
accounted and restricted, while short-lived continue to degrade local ecosystems. Therefore, here, both
short-term and long-term impacts on sustainability should be assessed and balanced.

Moreover, the choice of the time horizon of 20 years or 100 years or some other time horizon
is still not scientifically justified by any concrete evidence [30]. Thus, the obtained results are also
sensitive to the assumed time horizon and can lead to contradicting conclusions.
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Our findings are also in agreement with work published by Shimako [7] and Shimako et al. [8].
The authors of the research studied the same total amount of emissions but taken with two different
emission timing profiles. One emission profile was constant through the simulation, another emission
profile peaked in the beginning and then was zero for 4/5 of the simulation. Due to this difference in
the emission profiles, the temporal effects of these two emission profiles also differ. In contrast, the
total amount of emissions at the end of the simulation was the same for both profiles. In case GWP
would be multiplied by the total amount of emissions, the obtained results would be the same for both
profiles. This phenomenon is also evident in our findings—the cumulative emissions have different
impact profiles when the same amount of total emissions is considered using temporal impacts.

Since the short-lived GHG emissions affect local environments in more apparent patterns, such
as effects on air quality, human health, and local ecosystems, in work by Rypdal et al. [33], it was
proposed to regulate short-lived emission in regional policy contexts. The influence of the emissions
on local metrics is reviewed in detail in work by Rypdal et al. [34] and by Levasseur et al. [6].

Work by Olivié and Peters [27] also explains that in coupled systems, the temperature changes
will also affect the ocean in two ways. Firstly, the absorption of CO2 directly by the ocean will increase
if the temperature will rise. Secondly, ocean circulation patterns will be changing, due to direct effects
from increased respiration and photosynthesis or indirectly by changes in precipitation. Also, the
authors discuss how various changes in these coupled systems might influence the numerical values
used in IRF. Nevertheless, we would like to stress that, in this work, the precise numerical values were
not of such high importance as the depiction of overall dynamics and different results that can be
obtained using two different methodological approaches.

Also, work by Jardine et al. [35] shows that various feedbacks exist when CH4 emissions are
analyzed. For example, the global atmospheric lifetime of CH4 is defined by the amount of atmospheric
concentration of CH4 (CH4 burden) divided by the amount of annual removal of CH4 from the
atmosphere (CH4 sink). Thus, increasing the concentration of CH4 in the atmosphere will lead to
longer global atmospheric lifetimes. In work by Holmes [36], the strength of chemical feedback for
CH4 was analyzed using meteorological, chemical, and emissions factors. The research shows that
this feedback depends weakly (likely in the 10% range) on temperature, insolation, water vapour, and
emissions of NO. While perturbation time of CH4 might rise as high as 40% and more, this means that
close accounting of the balance in CH4 is needed in order to have valid assumptions about the time
when “constant” values cannot be treated as constants anymore.

To sum up, we believe that both types of emission accounting (the constant GWP values for
a 100-year time horizon (GWP100) and the time dynamic GWP values for a 100-year time horizon
obtained by using the BCCM) are valuable to use; each has its strength and weaknesses. Thus, we
propose to also look on the temporal impacts of emissions, since it might help in designing more
precisely targeted policy measures appropriate for the chosen mitigation priorities.

As given in the report by Jardine et al. [35], CH4 emissions decay about ten times faster than N2O,
but from the other point of view, policy measures targeting CH4 reduction will also show the effect
on the reduction of climate change ten times faster than measures targeting N2O. Also, the report
by the United Nations Environment Programme and the World Meteorological Organization [37]
shows that the adoption of policies targeting short-lived GHGs would allow reaching climate change
mitigation targets with higher confidence. The report also shows that CO2 reduction measures alone
would exceed the set temperature thresholds anyway already in the near term. In contrast, only CH4

reduction measures would keep the temperature below the threshold in the near term while exceeding
the limit later because of the effect of other GHGs. As the opposing argument for stricter control of
long-term pollutants is the fact that any technological solution and policy measure will be implemented
only for the finite time. Usually, the selected time horizon is much shorter than the consequences of the
pollution associated with these technologies.
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4. Conclusions

In this paper, two methods for GHG emission accounting were compared. First, using the constant
GWP values for a 100-year time horizon (GWP100) and second, the time dynamic GWP values for a
100-year time horizon obtained by using the BCCM that takes into consideration the climate system
response to the amount, time and decay rate of the emitted pollutant. The GWP100 values are the
default emission metric suggested by the IPCC for the annual emission accounting, and it is considered
a relatively simple and easy to use the method. Although no scientific evidence backs the use of
GWP100 and, more importantly, GWP100 has “no direct estimation of any climate system responses
or direct link to policy goals” (Myhre et al. [15]; Cherubini et al. [38]), policymakers widely use the
GWP100 values in designing GHG emission mitigation strategies and international agreements, like
the Kyoto protocol and Paris agreement.

The results of our study show that the cumulative emissions have different impact profiles when
the same amount of total emissions is considered using temporal impacts. The obtained results are also
sensitive to the assumed time horizon and can lead to contradicting conclusions. The high sensitivity
of the GWP values for the chosen time frame for CH4 and N2O is due to the non-linear nature and
different mathematical functions used for approximation of these decay functions. The difference in
the average values of GWP for different time horizons can be substantial, and obtained conclusions
can be misleading. When using these averages, a situation is also possible when a longer time horizon
diminishes the importance of local and relatively short lifetime emissions, such as CH4. For example,
the described situation is evident that in the case of N2O emissions, the time frame of 20 or 100 years
does not change the applied GWP values so significantly as they change in the case when CH4 is
assessed either in 20 or 100 years.

If the impact on the GTP from CH4 is assessed, it can be seen that CH4 shows a more obvious
temperature change effect in a shorter run and, in total, contributes to more than half of the temperature
change effect created by the agriculture in Latvia.

The BCCM facilitates the selection of the time horizon needed for the specific purpose and
expresses the results of policy decisions as to the effect of emissions on the global temperature change
potential. The use of GWP100 is still useful and needed as (at least) two purposes of the emission
accounting should be separated—one is for the emission inventory, the other is for the policy planning.
The inventory is needed to keep track of the annual emission rates and assess the trends and success
achieved in the emissions mitigation in the past, and GWP100 is useful for the purpose.

Meanwhile, policy strategies and instruments aim to achieve some desirable behaviour that may
effectively govern a system in the future. And the GWP values obtained by using the BCCM would be
much more useful for the purpose. Although “countries and the international community have made
significant investments in inventory systems” [16] reconsideration and use of other methodology by the
policymakers might eventually be less costly than dealing with consequences of climate change and
wrong decisions (sub-optimal policies). Application of the BCCM would facilitate finding more efficient
mitigation options for various pollutants, analyze multiple parts of the climate response system at a
specific time in the future (amount of particular pollutants, temperature change potential), or analyze
different solutions for reaching the emission mitigation targets at regional, national, or global levels.
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