Clustering-Based Self-Imputation of Unlabeled Fault Data in a Fleet of Photovoltaic Generation Systems
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Abstract: This work proposes a fault detection and imputation scheme for a fleet of small-scale photovoltaic (PV) systems, where the captured data includes unlabeled faults. On-site meteorological information, such as solar irradiance, is helpful for monitoring PV systems. However, collecting this type of weather data at every station is not feasible for a fleet owing to the limitation of installation costs. In this study, to monitor a PV fleet efficiently, neighboring PV generation profiles were utilized for fault detection and imputation, as well as solar irradiance. For fault detection from unlabeled raw PV data, K-means clustering was employed to detect abnormal patterns based on customized input features, which were extracted from the fleet PVs and weather data. When a profile was determined to have an abnormal pattern, imputation for the corresponding data was implemented using the subset of neighboring PV data clustered as normal. For evaluation, the effectiveness of neighboring PV information was investigated using the actual rooftop PV power generation data measured at several locations in the Gwangju Institute of Science and Technology (GIST) campus. The results indicate that neighboring PV profiles improve the fault detection capability and the imputation accuracy. For fault detection, clustering-based schemes provided error rates of 0.0126 and 0.0223, respectively, with and without neighboring PV data, whereas the conventional prediction-based approach showed an error rate of 0.0753. For imputation, estimation accuracy was significantly improved by leveraging the labels of fault detection in the proposed scheme, as much as 18.32% reduction in normalized root mean square error (NRMSE) compared with the conventional scheme without fault consideration.
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1. Introduction

A photovoltaic (PV) power plant is one of the most renewable, sustainable, and eco-friendly setups for converting solar energy, which is the most abundant and freely available energy source, into electrical energy [1]. The contribution of solar energy to the total global energy supply has rapidly increased in recent decades with PV installation capacity growing to more than 500 GW by the end of 2018 [2,3]. However, PV systems are exposed to harsh working conditions owing to uncertain outdoor environments and their complex structure. In [4], it was reported that the annual losses in PV generation reached 18.9% under zero or shading faults. Improving the reliability of renewable energy generation by fault detection and diagnosis (FDD) and correcting faulty data is essential for maintaining the efficiency of PV generation [5]. In addition, reliable information is required to be applied for various power applications, e.g., energy scheduling [6] and energy forecasting [7,8], to guarantee safe and stable grid systems.

For utility planners and operators, it is essential to examine the power output variability [9] to aggregate the fleet of PV systems, which is defined as the number of individual PV systems spread out...
over a geographical area [10]. Several studies presented station-pair correlation analyses by introducing virtual networks. A correlation was observed between short-term irradiance variability as a function of diverse distance and time scale [11]. Similarly, the maximum output variability of a fleet of PV plants was estimated by using the clearness index [12]. A variability model was built in [13] to integrate a large amount of generated solar power into power systems. To integrate the fleet as a distributed power source, it should be managed by an intelligent monitoring system that can correct abnormal data via real-time fault diagnosis and power generation forecasts.

PV faults occur because of various reasons at different locations, such as a module, string, or any other spot related to the PV systems. Visual and thermal methods employed in PV fault detection can detect superficial problems, such as browning, soiling or snow, discoloration, delamination, and hot spots, using auxiliary measurements [14]. However, this requires expensive and complicated equipment [15]. In recent years, many studies have employed methods using electrical variables via a data-driven approach. The electrical signal approaches are mainly referred to as maximum power point tracking (MPPT) with I–V characteristic analysis and power loss analysis. They are usually utilized to distinguish an open circuit, short circuit, degradation or aging, and shading faults that may typically occur on the DC side of a PV array [16–18].

For data-driven methods, automatic fault detection approaches can be categorized into conventional modeling-based methods and methods that utilize intelligent machine learning [19]. For the former case, the model can be built with respect to the physical attributes from the PV module specification for simulation settings to compare the desired output with the measured output [20]. Conventional statistical detection methods have been primarily presented in previous studies [16,21–25]. The exponentially weighted moving average has been used to identify DC side faults by comparing the one-diode model and estimated MPPs [21,22]. Lower and upper limits were set when the ratio of the measured to the modeled AC power exceeds 3-sigma [22]. In [23], outlier detection rules were proposed in their statistical details: The 3-sigma rule, Hampel identifier, and Boxplot rule using a PV string current. A symbolic aggregate approximation (SAX) scheme was used to convert the voltage profile, prior to performing clustering and anomaly detection [24].

With the advent of artificial intelligence (AI), which can be applied to various domains, particularly suited to the nonlinear behavior of PV systems, numerous studies have exploited AI-based monitoring systems [26]. The common artificial neural network (ANN) is widely used either to predict PV generation behavior or as a fault detection module based on several electrical parameters [15,27–31]. In comparison with a conventional back-propagation network, a probabilistic neural network (PNN) uses a probability density function as the activation function; thus, it is less sensitive to noisy and erroneous samples [32–34]. Fault detection by a support vector machine (SVM) has been used in several studies because it has the ability to separate objects by finding an optimal hyperplane that maximizes the margin in both binary and multiclass problems [35–37]. The decision tree (DT) builds repetitive decision rules within if/else instructions, which is intuitive. The model can be implemented conveniently with a large dataset [35,38]. The random forest (RF) has been applied to improve multiclass classification accuracy and to generalize performance [19]. Fuzzy classifications based on a fuzzy inference system (FIS) were developed by constructing logic rules [29,39]. A kernel extreme learning machine was investigated owing to its fast learning speed and good generalization [40]. Particle swarm optimization-back-propagation (PSO-BP) has been shown to improve the convergence and prediction accuracy of fault diagnosis systems [41].

Most of the data-driven approaches involve a supervised learning-based fault detection system that assigns a label for binary PV states as either normal or abnormal or as multi-class for corresponding fault types in advance. The detection or classification model learns the complex and unrevealed relation between input attributes and predefined labels in the training phase, and then the model is tested to determine whether it can distinguish PV states properly for new inputs. However, these processes require human effort to manually assign labels, and it is not easy to visualize the trained model. Graph-based semi-supervised learning (GBSSL) was proposed to detect line-to-line
and open circuit faults using a few labeled data [42]. In [20], five types of faults were classified based on a single diode model with five input vectors associated with IV characteristics, solar irradiance, and temperature. Gaussian-fuzzy C-means was conducted using the distribution of each cluster and faults were diagnosed through PNN based on previous cluster center information [33]. A fuzzy membership algorithm based on degrees of fault data and cluster centers has been proposed [43]. Density peak-based clustering has also been proposed [44]. The 3-sigma rule was applied to determine each cluster center using the normalized voltage and current at the MPPs. Similarly, the PV local outlier factor (PVLOF) was computed from the current of the PV array to identify the degree of faults [45]. A single diode model-based prediction was implemented, enabling the generation of the residual, which was applied to the one-class SVM by quantifying the dissimilarity between the normal and faulty features [46].

In this study, we propose a framework of two stages of self-fault detection and self-imputation in a fleet of PV systems using neighboring PV power generation units based on correlation analysis. Because insolation data is not available with sufficient geographical resolution, especially for a small-scale PV system [12,37], neighboring PV generation data in the same fleet can be used jointly with distanced weather data. Since daily PV generation captures generally include unidentified erroneous samples, faulty data candidates were first labeled in the proposed scheme by an unsupervised manner with several extracted features. K-means clustering was employed to find out fault data point in the daily PV power outputs obtained from all the sites in the fleet. When the profile was considered as an abnormal pattern, restoration was accomplished by the following imputation step. Imputation schemes were implemented by autoregressive (AR) and multiple regression models with optional neighboring PV data of normal candidates obtained from the previous clustering step. For evaluation, several types of fault patterns observed in actual PV power profiles were simultaneously injected into a single or multiple sites, and proposed schemes were tested without injection information.

The remainder of this paper is organized as follows: Section 2 describes the PV fleet power output relationship between distance and the correlation with actual data measured on campus. Section 3 proposes an efficient fault detection and imputation methods for use with a PV fleet. The simulation setup, including the injected fault pattern, is provided in Section 4. Section 5 details the detection and imputation results, and Section 6 concludes the paper.

2. PV Fleet Power Data Analysis

2.1. Materials

In this study, actual PV fleet data were utilized for analysis and simulation. Hourly power generation data were measured in rooftop solar installations from 13 buildings at the Gwangju Institute of Science and Technology (GIST) campus located in Gwangju, South Korea, as shown in Figure 1, with installation details given in Table 1. In this densely distributed PV fleet, only the facility management building (site 3) collects environmental information, such as ambient temperature, module temperature, slope solar irradiance, and horizontal solar irradiance. The data were collected in 2019 for approximately nine months. To investigate the influence of solar irradiance with respect to the distance between the weather station and PV installation, local environmental data retrieved from the nearest weather station provided by the Korea Meteorological Administration (KMA) website were used [47]. The weather data including local solar irradiance were recorded every hour, the same as for the PV data. We selected 159 days of PV power data from 13 sites without missing values for an overlapping period. The meteorological data were acquired at the site weather station (SWS). In addition, a local weather station (LWS), which was approximately 7 km away from the campus, was subsequently employed for the same time period.
Figure 1. Weather stations and photovoltaic (PV) fleet on the Gwangju Institute of Science and Technology (GIST) campus.

Table 1. Installation information for rooftop PVs in the GIST fleet.

<table>
<thead>
<tr>
<th>Site Number</th>
<th>Location</th>
<th>Capacity (kW)</th>
<th>Date of Installation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Soccer field</td>
<td>158.4</td>
<td>April 2011</td>
</tr>
<tr>
<td>2</td>
<td>Student union bldg.1</td>
<td>46.1</td>
<td>April 2011</td>
</tr>
<tr>
<td>3</td>
<td>Facility maintenance bldg.</td>
<td>115.9</td>
<td>January 2009</td>
</tr>
<tr>
<td>4</td>
<td>Central storage</td>
<td>32.6</td>
<td>April 2011</td>
</tr>
<tr>
<td>5</td>
<td>Samsung environment science &amp; research bldg.</td>
<td>54.4</td>
<td>March 2019</td>
</tr>
<tr>
<td>6</td>
<td>Dasan bldg.</td>
<td>51.8</td>
<td>February 2011</td>
</tr>
<tr>
<td>7</td>
<td>Central library</td>
<td>25.0</td>
<td>March 2019</td>
</tr>
<tr>
<td>8</td>
<td>LG library</td>
<td>21.8</td>
<td>March 2019</td>
</tr>
<tr>
<td>9</td>
<td>Central research facilities</td>
<td>122.9</td>
<td>March 2019</td>
</tr>
<tr>
<td>10</td>
<td>Renewable energy research bldg.</td>
<td>46.1</td>
<td>March 2019</td>
</tr>
<tr>
<td>11</td>
<td>GIST college bldg.C</td>
<td>21.0</td>
<td>December 2014</td>
</tr>
<tr>
<td>12</td>
<td>GIST college dormitory A</td>
<td>70.0</td>
<td>April 2012</td>
</tr>
<tr>
<td>13</td>
<td>Laboratory animal resource center</td>
<td>70.0</td>
<td>February 2017</td>
</tr>
</tbody>
</table>

2.2. Cross-Correlation Analysis

Because previous studies have demonstrated that the correlation coefficient decreases when the distance between the weather station and the PV system increases, we investigated the cross-correlation as a function of distance. The cross-correlation is computed using the Pearson’s correlation coefficient as follows:

\[ \rho_{x,y} = \frac{\text{cov}(x, y)}{\sigma_x \sigma_y} \]  

(1)

The covariance of two time-series data \( x \) and \( y \), \( \text{cov}(x, y) \) is normalized by the product of their standard deviation \( \sigma_x \) and \( \sigma_y \). The correlation between each PV site with solar irradiance, which was obtained at SWS and LWS, was analyzed. As expected, the SWS data showed a stronger positive correlation than the LWS data for every site on the campus, as given in Table 2. The correlation analysis was conducted between PV generation data for each site in the same manner. Figure 2 shows the result of the correlation analysis, which produced five groups according to the degree of correlation. Apart from other sites, site 1 belonged to the independent group G1. Sites 2–4 were grouped into group 2 (G2) due to high correlation because of the relatively short distance from SWS. Group 3 (G3) comprised sites 5–11, which had a medium distance from SWS but were clustered together. Groups 4 (G4) and 5 (G5) comprised site 12 and 13, respectively, where one site was far from SWS and other sites. Based on the cross-correlation analysis, we determined that the use of neighbor PV power data can provide additional information that can help perform fault detection and imputation in the fleet of PV systems.
Table 2. Cross-correlation of the PV power output between the local weather station (LWS) and the site weather station (SWS).

<table>
<thead>
<tr>
<th>Site Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>LWS</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.90</td>
<td>0.93</td>
<td>0.94</td>
<td>0.93</td>
<td>0.92</td>
<td>0.93</td>
<td>0.94</td>
<td>0.85</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>SWS</td>
<td>0.96</td>
<td>0.98</td>
<td>0.99</td>
<td>0.97</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.95</td>
<td>0.97</td>
<td>0.97</td>
<td>0.89</td>
<td>0.93</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Cross-correlation of PV power output for the fleet.

3. PV Fleet Fault Detection and Imputation

The overall scheme of the proposed system is shown in Figure 3. SWS data and 13 power output data sets from the PV fleet were provided, from which features were extracted to distinguish the daily binary condition of normal or faulty. At the clustering stage, daily states for each PV site were estimated, which is reflected by the final step of imputation.
3.1. Operation Time

Operation time was considered to extract meaningful properties from the PV pattern accordance with environmental factors. The daylight hours or insolation duration can be obtained by mathematical modeling based on geographical components, such as the latitude of the PV site, using the following equation:

\[
G_0 = G_{sc} \left( 1 + 0.33 \cos \left( \frac{360d}{365} \right) \right) \left( \cos \delta \cos \phi \cos \omega + \sin \delta \sin \phi \right)
\]

where \( G_{sc} \) is the solar constant, which is 1368 [W/m²], \( d \) is the day number in the year, \( \delta \) is the solar declination, \( \phi \) is the latitude of the site, and \( \omega \) is the solar hour angle. During an hour after sunrise and an hour before sunset, the small amount of solar irradiance has a tidal effect on PV operation. We defined the operation time, \( T \), by excluding these time periods from the insolation duration [37].

3.2. Feature Extraction

Several features were extracted from the given dataset (e.g., the PV fleet power data \( x \), and the solar irradiance observation data \( y \)) to distinguish the fault patterns from normal data at the candidate PV site \( n \). In this study, \( y_{1:N} = y_3 \) as there is one SWS at site 3. We distinguished \( F_s \) and \( F_f \), which represent the feature set derived from daily solar irradiance and daily neighboring PVs, respectively. Seven features were introduced in this study for two types of datasets, which generated 14 features. The extracted features of the candidate PV can be written as \( F^{(n)} = [F_s^{(n)}, F_f^{(n)}] \).

3.2.1. Total Coefficient of Determination

The coefficient of determination used in this study refers to how well a certain profile can explain the PV power generation profile for each PV site. For simulation comparison, the profile can be either solar irradiance data or neighboring PV generations, as follows:

\[
F_{s,1}^{(n)} = 1 - \frac{R^2_{x_n,y_n}}{N}
\]

\[
F_{f,1}^{(n)} = 1 - \frac{1}{N-1} \sum_{k} R^2_{x_n,x_k}
\]

where \( R^2 \) denotes the coefficients of determination of the regression depending on the other independent variable.

3.2.2. Normalized Profile Distance

The distance between normalized profiles is related to the closeness of the pattern shape. Daily profiles were converted within the range of [0,1] through min–max normalization, and the distance for each time step was computed, as follows:

\[
F_{s,2}^{(n)} = \frac{1}{T_p} \sum_{i \in T} |x_{norm \ n,i} - y_{norm \ n,i}|
\]

\[
F_{f,2}^{(n)} = \frac{1}{N-1} \cdot \frac{1}{T_p} \sum_{i \in T} \sum_{k} |x_{norm \ n,i} - x_{norm \ k,i}|
\]

where

\[
x_{norm \ n,i} = \frac{x_{n,i}}{\max_{i \in T} \{x_{n,i}\} - \min_{i \in T} \{x_{n,i}\}} \quad \text{and} \quad y_{norm \ n,i} = \frac{y_{n,i}}{\max_{i \in T} \{y_{n,i}\} - \min_{i \in T} \{y_{n,i}\}}.
\]

3.2.3. Degree of Consistency

To investigate the fluctuation consistency, the degree of consistency between two profiles was proposed in [48]. Regardless of the heterogeneous dataset, e.g., comparing solar irradiance and
PV generations or different capacities of the PV installations, it can reflect the variation tendency. During the operation time period, $f_i$, $f_o$, and $f_z$ count whether the variation tendency is identical, opposite, or zero, respectively. Then, they are converted into $F_3$, $F_4$, and $F_5$ to be computed as a ratio.

$$F_{s,3}^{(n)} = 1 - \frac{1}{N} \cdot \frac{1}{T} \sum_{t \in T} f_i(x_{n,t}, y_{n,t}) \quad \text{where} \quad f_i(x_{n,t}, y_{n,t}) = 1 \quad \text{if} \quad (x_{n,t} - x_{n,t-1})(y_{n,t} - y_{n,t-1}) > 0$$

$$F_{f,3}^{(n)} = 1 - \frac{1}{N - 1} \cdot \frac{1}{T} \sum_{k \in \mathcal{T}} f_i(x_{n,t}, x_{k,t}) \quad \text{where} \quad f_i(x_{n,t}, x_{k,t}) = 1 \quad \text{if} \quad (x_{n,t} - x_{n,t-1})(x_{k,t} - x_{k,t-1}) > 0$$

$$F_{s,4}^{(n)} = 1 - \frac{1}{N} \cdot \frac{1}{T} \sum_{t \in T} f_o(x_{n,t}, y_{n,t}) \quad \text{where} \quad f_o(x_{n,t}, y_{n,t}) = 1 \quad \text{if} \quad (x_{n,t} - x_{n,t-1})(y_{n,t} - y_{n,t-1}) < 0$$

$$F_{f,4}^{(n)} = 1 - \frac{1}{N - 1} \cdot \frac{1}{T} \sum_{k \in \mathcal{T}} f_o(x_{n,t}, x_{k,t}) \quad \text{where} \quad f_o(x_{n,t}, x_{k,t}) = 1 \quad \text{if} \quad (x_{n,t} - x_{n,t-1})(x_{k,t} - x_{k,t-1}) < 0$$

$$F_{s,5}^{(n)} = 1 - \frac{1}{N} \cdot \frac{1}{T} \sum_{t \in T} f_z(x_{n,t}, y_{n,t}) \quad \text{where} \quad f_z(x_{n,t}, y_{n,t}) = 1 \quad \text{if} \quad (x_{n,t} - x_{n,t-1})(y_{n,t} - y_{n,t-1}) = 0$$

$$F_{f,5}^{(n)} = 1 - \frac{1}{N - 1} \cdot \frac{1}{T} \sum_{k \in \mathcal{T}} f_z(x_{n,t}, x_{k,t}) \quad \text{where} \quad f_z(x_{n,t}, x_{k,t}) = 1 \quad \text{if} \quad (x_{n,t} - x_{n,t-1})(x_{k,t} - x_{k,t-1}) = 0$$

### 3.2.4. Relative Error Percentile of the Maximum Value

By comparing the relative maximum property of each profile, the relative error percentiles of the maximum values were determined. Two different attributes, i.e., the first order difference ($F_6$) and standard value ($F_7$), were used:

$$F_{s,6}^{(n)} = \frac{x_{n \text{ max}} - y_{n \text{ max}}}{y_{n \text{ max}}}$$

$$F_{f,6}^{(n)} = 1 - \frac{1}{N - 1} \cdot \frac{1}{T} \sum_{k \in \mathcal{T}} x_{n \text{ max}} - x_{k \text{ max}}$$

where $x_{n \text{ max}} = \max_{t \in \mathcal{T}} \frac{|x_{n,t} - x_{n,t-1}|}{|x_{0,T} - x_{0,T-1}|}$ and $y_{n \text{ max}} = \max_{t \in \mathcal{T}} \frac{|y_{n,t} - y_{n,t-1}|}{|y_{0,T} - y_{0,T-1}|}$.

$$F_{s,7}^{(n)} = \frac{x_{n \text{ max}} - y_{n \text{ max}}}{y_{n \text{ max}}}$$

$$F_{f,7}^{(n)} = 1 - \frac{1}{N - 1} \cdot \frac{1}{T} \sum_{k \in \mathcal{T}} x_{n \text{ max}} - x_{k \text{ max}}$$

where $x_{n \text{ max}} = \max_{t \in \mathcal{T}} \frac{x_{n,t} - x_{n,T}}{x_{0,T}}$ and $y_{n \text{ max}} = \max_{t \in \mathcal{T}} \frac{y_{n,t} - y_{n,T}}{y_{0,T}}$.

### 3.3. Clustering

Because the condition of the PV system is not labeled in the real environment, unsupervised learning was applied in this study. K-means clustering is the simplest method and requires low computation based on calculation of the Euclidean distance. The objective function of K-means clustering, $J$, is given by Equation (10). Determining the number of clusters and importing the initial center have a crucial impact on the clustering accuracy. In our case, we set the number of clusters as two to distinguish between normal and fault patterns, and they were used in the imputation part for filtering the PV site candidates of the explanatory variables. Initial centroids were set to zero vectors and one vectors multiplied by 0.5 for the normal and fault condition, respectively. Optimal features were selected by exhaustive search for the objective function as follows:

$$J = \sum_{j=1}^{s} \sum_{n=1}^{N} \|F_{j}^{(n)} - c_j\|^2$$

[Equation 10]
where \( s \) is the number of clusters (\( s = 2 \), binary condition for the fault or normal state), \( c_j \) is the center of cluster \( j \), and \( F_S^{(n)} \) are the selected features of site \( n \). Feature selection results are shown in Section 5.

### 3.4. Imputation

Once the PV profile was labeled as a fault pattern, the fault data were restored using the regression method. In [49], the time series analysis of various meteorological data related to renewable energy systems was conducted using a statistical method. We built a linear regression model based on the linear minimum mean squared error (LMMSE) to estimate the regression parameter, as follows:

\[
P = \beta X + \epsilon
\]

\[
\beta = (X^T X)^{-1} X^T P
\]

where \( P \) is the expected imputation profile at the candidate site, \( \beta \) is the regression coefficient, \( X \) is the set of explanatory datasets, and \( \epsilon \) is the random error.

In this study, several cases were studied to compare the explanatory dataset for the regression model and to investigate the impact of the labeling of neighboring PV profiles at the previous detection stage, as demonstrated in Table 3. In Case 1, we assumed that only PV historical power output data were available without any other measurements. In this case, we built an AR model for a single PV site to focus on its periodic power generation behavior. Case 2 exclusively considers local irradiance data. For our dataset, solar irradiance data provided at site 3 were used identically to construct the univariate simple regression model. Case 3 allows a neighbor PV profile that has unknown operation states in each PV system, and all of them are inputted into the multivariate regression model. Case 4 conducted a multiple regression model that was similar to Case 3 but the explanatory data were refined with the normal pattern classified at the previous detection stage. Case 5 merged Cases 2 and 4 that utilizes both local irradiance data and normal PV fleet data. Furthermore, as several previous works have confirmed that kNN is an efficient method for missing data imputation, we adopted kNN for fault data imputation as Case 6.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Autoregressive (AR) model that uses PV generation data from a single location</td>
</tr>
<tr>
<td>Case 2</td>
<td>Simple regression model that uses SWS solar irradiance data</td>
</tr>
<tr>
<td>Case 3</td>
<td>Multiple regression that uses all PV generation data without labeling</td>
</tr>
<tr>
<td>Case 4</td>
<td>Multiple regression model that uses normally labeled PV generation data</td>
</tr>
<tr>
<td>Case 5</td>
<td>Multiple regression model that uses normally labeled PV generation data and SWS solar irradiance data</td>
</tr>
<tr>
<td>Case 6</td>
<td>kNN</td>
</tr>
</tbody>
</table>

### 4. Simulations

#### 4.1. Fault Pattern Injection

To evaluate the performance, we primarily sorted 159 days of PV generation patterns for all sites for the normal condition simultaneously. The overall normal dataset comprised 159 × 13 = 2067 PV power profiles. To characterize the fault patterns, the actual fault patterns detected from different PV plants were investigated. Six fault patterns were extracted, which were composed of whole zero, part zero, whole shift, part shift, constant padding, and spike, as shown in Figure 4. The faults were injected arbitrarily into a single or multiple power profiles of PV sites, thus retaining target labels to describe the performances of fault detection and imputation.
4.2. Evaluation Metric

4.2.1. Fault Detection Performance Metric

A confusion matrix is widely used to evaluate classification performance, as depicted in Table 4. It matches the output label and target label for testing samples one by one; thus, target output label sets are sorted as true positive (TP), false negative (FN), false positive (FP), and true negative (TN). Based on these attributes, accuracy is derived as the ratio of correctly classified samples among all samples. The error rate is the opposite of accuracy, which indicates the error proportion for all samples. Precision is the ratio of TPs for all positives that are categorized in the test phase. Lastly, recall indicates the ratio of TPs out of all pre-labeled positives, as follows:

\[
\begin{align*}
\text{Accuracy} &= \frac{TP + TN}{P + N} \\
\text{Errorrate} &= \frac{FP + FN}{P + N} \\
\text{Precision} &= \frac{TP}{TP + FP} = \frac{TP}{P'} \\
\text{Recall} &= \frac{TP}{TP + FN} = \frac{TP}{P}
\end{align*}
\]

4.2.2. Imputation Performance Metric

To evaluate the accuracy of imputation performance, normalized root mean square error (NRMSE) is adopted since the PV capacities in the fleet are different. In this study, RMSE was normalized by mean
as described in Equations (14) and (15). Low NRMSE implies valuable imputation performance where abnormal pattern is restored similar to the real profile. The daily abnormal pattern for a corresponding site is then substituted by the reconstructed normal pattern.

\[
RMSE = \sqrt{\frac{\sum_{i \in T} (x_i - \bar{x})^2}{T_p}} \text{[kW]}
\]  
(14)

\[
NRMSE = \frac{RMSE}{x_{i \in T}}
\]
(15)

where \(x_{i \in T}\) is the mean of \(x\) during operation hours.

5. Results and Discussion

5.1. Feature Selection

The feature characterized in Section 3.2 can be assembled in various combinations. To determine the optimal parameter combination, an exhaustive search was followed by division into two scenarios: In one, combinations from \(F_s\) were selected and the other involved \(F_f\). Tables 5 and 6 list the detection performance for all datasets that included 2067 feature sets and labels with and without neighboring PV data, respectively. Accuracy, error rate, precision, and recall for all the combinations were surveyed. We selected high accuracy with a similar portion of false alarm and missing fault to increase detection accuracy and prevent inclination to one side. Features 1, 2, and 5 were selected from \(F_s\) in the first scenario. However, the combination of features 1, 5, and 7 from \(F_s\) and 1, 2, 3, and 5 from \(F_f\) were selected for the second scenario to detect the fault pattern.

**Table 5. Feature selection from \(F_s\).**

<table>
<thead>
<tr>
<th>Feature Combination</th>
<th>Accuracy</th>
<th>Error Rate</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_{s1}, F_{s2})</td>
<td>0.9768</td>
<td>0.0232</td>
<td>0.9791</td>
<td>0.9964</td>
</tr>
<tr>
<td>(F_{s3}, F_{s4})</td>
<td>0.9768</td>
<td>0.0232</td>
<td>0.9791</td>
<td>0.9964</td>
</tr>
<tr>
<td>(F_{s5}, F_{s6})</td>
<td>0.9773</td>
<td>0.0222</td>
<td>0.9901</td>
<td>0.9855</td>
</tr>
<tr>
<td>(F_{s7}, F_{s8})</td>
<td>0.9775</td>
<td>0.0232</td>
<td>0.9821</td>
<td>0.9943</td>
</tr>
<tr>
<td>(F_{s9}, F_{s10})</td>
<td>0.9733</td>
<td>0.0222</td>
<td>0.9860</td>
<td>0.9896</td>
</tr>
</tbody>
</table>

**Table 6. Feature selection from the combination of \(F_s\) and \(F_f\).**

<table>
<thead>
<tr>
<th>Feature Combination</th>
<th>Accuracy</th>
<th>Error Rate</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9836</td>
<td>0.0164</td>
<td>0.9861</td>
<td>0.9964</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9840</td>
<td>0.0160</td>
<td>0.9907</td>
<td>0.9922</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9860</td>
<td>0.0140</td>
<td>0.9877</td>
<td>0.9974</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9892</td>
<td>0.9974</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9884</td>
<td>0.0116</td>
<td>0.9897</td>
<td>0.9979</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9869</td>
<td>0.0131</td>
<td>0.9887</td>
<td>0.9974</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9933</td>
<td>0.9933</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9897</td>
<td>0.9969</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9869</td>
<td>0.0131</td>
<td>0.9912</td>
<td>0.9948</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9869</td>
<td>0.0131</td>
<td>0.9882</td>
<td>0.9969</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9855</td>
<td>0.0145</td>
<td>0.9852</td>
<td>0.9995</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9850</td>
<td>0.0150</td>
<td>0.9847</td>
<td>0.9995</td>
</tr>
<tr>
<td>(F_{s1}, F_{s2}, F_{s3}, F_{s4}, F_{s5}, F_{s6}, F_{s7}, F_{s8}, F_{s9}, F_{s10})</td>
<td>0.9700</td>
<td>0.0300</td>
<td>0.9712</td>
<td>0.9974</td>
</tr>
</tbody>
</table>

5.2. Analysis of Fault Detection Results

To validate the proposed clustering-based method compared with previous approaches, SolarClique [50] was implemented, and the obtained results were evaluated. To give a brief information of SolarClique, it detects anomalies on the basis of prediction by employing solar generation data from
geographically nearby sites. Each candidate site is predicted for 100 iterations and implemented by random forest with bootstrapping. Then, the local factor is excluded from prediction error and used to detect anomalies. The data are categorized into fault when the prediction error is outside the threshold, i.e., 4-sigma.

By performing numerical evaluation, the overall results of fault detection are indicated in Table 7. The fault identification by the proposed method with and without PV fleet data show accuracies of 0.9874 and 0.9777, respectively, which are more accurate than accuracy of 0.9247 obtained by the SolarClique technique. In the same context, the detection error rates derived by clustering with and without PVs are 0.0126 and 0.0223 which are smaller than 0.0753 of error rate obtained by SolarClique. Precision and recall for the proposed method are also improved, compared with those of SolarClique. This is because the prediction-based approach is sensitive to random fluctuations that depend on subtle unknown changes; the detection depends only on a threshold applied to the univariate component. As a result, clustering-based fault detection using neighboring PVs shows the best detection performance.

Table 7. Fault detection comparison with SolarClique.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Error Rate</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SolarClique</td>
<td>0.9247</td>
<td>0.0753</td>
<td>0.9481</td>
<td>0.9707</td>
</tr>
<tr>
<td>Proposed (w/o PV)</td>
<td>0.9777</td>
<td>0.0223</td>
<td>0.9821</td>
<td>0.9943</td>
</tr>
<tr>
<td>Proposed (w/ PV)</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9933</td>
<td>0.9933</td>
</tr>
</tbody>
</table>

Fault detection performances for each site are provided in Table 8. Fault detection tested for all sites in a campus fleet showed a high accuracy rate that exceeded 98%, except for site 12. For interpretation, normal profiles and injected profiles that are distinguished as a fault are depicted in Figure 5. The green-shaded profile shown in Figure 5c indicates the missing fault that the clustering machine identified from an abnormal condition as a normal status. In contrast, the yellow-shaded area in Figure 5b represents false positives or false alarms with wrong identification despite the normal condition. However, the normal condition is not guaranteed in this case in that the false alarm profile seemed to spike, which showed a disparate profile with irradiance compared with Figure 5a. Hence, these false positives should be reassigned as true negatives to provide a more accurate detection rate.

Table 8. Fault detection of individual sites.

<table>
<thead>
<tr>
<th>Site Number</th>
<th>Accuracy</th>
<th>Error Rate</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9932</td>
<td>0.9932</td>
</tr>
<tr>
<td>2</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9867</td>
<td>1.0000</td>
</tr>
<tr>
<td>3</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9868</td>
<td>1.0000</td>
</tr>
<tr>
<td>4</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9932</td>
<td>0.9932</td>
</tr>
<tr>
<td>5</td>
<td>0.9937</td>
<td>0.0063</td>
<td>0.9933</td>
<td>1.0000</td>
</tr>
<tr>
<td>6</td>
<td>0.9937</td>
<td>0.0063</td>
<td>1.0000</td>
<td>0.9934</td>
</tr>
<tr>
<td>7</td>
<td>0.9937</td>
<td>0.0063</td>
<td>0.9933</td>
<td>1.0000</td>
</tr>
<tr>
<td>8</td>
<td>0.9937</td>
<td>0.0063</td>
<td>0.9933</td>
<td>1.0000</td>
</tr>
<tr>
<td>9</td>
<td>0.9937</td>
<td>0.0063</td>
<td>0.9932</td>
<td>1.0000</td>
</tr>
<tr>
<td>10</td>
<td>0.9937</td>
<td>0.0063</td>
<td>0.9933</td>
<td>1.0000</td>
</tr>
<tr>
<td>11</td>
<td>0.9937</td>
<td>0.0063</td>
<td>1.0000</td>
<td>0.9932</td>
</tr>
<tr>
<td>12</td>
<td>0.9434</td>
<td>0.0566</td>
<td>0.9929</td>
<td>0.9456</td>
</tr>
<tr>
<td>13</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9933</td>
<td>0.9933</td>
</tr>
<tr>
<td>Overall</td>
<td>0.9874</td>
<td>0.0126</td>
<td>0.9933</td>
<td>0.9933</td>
</tr>
</tbody>
</table>
5.3. Analysis of Fault Imputation Result

The imputation accuracy computed with the NRMSE metric is presented in Table 9. As generally expected, most of the sites in the PV fleet show improved imputation performance when using each other self-labeled PV data, corresponding to Cases 4 or 5 as their overall NRMSEs are the lowest at 0.2359 and 0.2367, respectively. Comparing to Case 2 (only SWS data utilized), where overall imputation accuracy is 0.2925, the improvement is shown to be 19.35% and 19.08%, respectively. Likewise compared to Case 3 (PV without label) where NRMSE is 0.2888, Cases 4 and 5 have been improved by 18.32% and 18.04%, respectively. In addition, as depicted in Figure 6, Cases 4 and 5 are shown to have slightly tighter deviations in comparison with the other cases, which means more stable.

In the following we present the details for each imputation case.

Case 1 supposed that only historical PV data from a certain site is applicable, which means that information is restricted when considering weather variations. Therefore, an AR model was constructed in this case that focused only on the periodicity of the operation time without reflecting climatic properties. The imputation result showed insufficient performance compared to the other case studies for all sites in the fleet. Case 2 was a general case that applied the nearest meteorological data. The weather stations were lacking in the fleet, which resulted in representative station data being used after all. We concluded that when the PV site was close to the weather station, Case 2 showed better performance than when using surrounding PV data. For example, the imputation results from sites 3 and 4 that belonged to G2 were the best in this case. Case 3 used additional data obtained from neighboring PV systems beyond the labels of the system conditions. Because abnormal patterns were not removed in the previous stage, they were fed into the imputation phase as provided. This case
was feasible only when the assumption that faults do not occur was satisfied. Case 4 was used to examine the effectiveness of a neighbor PV generation profile with labeled status. Because normal profiles were selected as candidates of explanatory data for the regression model, they showed reliable imputation results. In particular, PV sites from G4 showed improved results to those used in Case 2. This was because, even though the groups were slightly away from the weather station, they were crowded collectively, which provided more relevant information on the PV power output than distant weather data. As mentioned earlier, Case 5 merged Cases 2 and 4. It is observed that only sites in close distance to SWS have effects on combining SWS data to neighbor PVs. Otherwise, it did not appear to have a significant effect in faraway PVs despite of belonging to PV fleet. This demonstrates that even neighboring PVs in the same fleet have subtle differences in solar irradiance. The kNN in Case 6 shows low performance in PV fleet fault imputation. Since it depends on similar historical patterns of solar irradiance, it may not reflect random fluctuation especially in overcasting day which results in low imputation accuracy.

**Table 9.** Imputation normalized root mean square error (NRMSE).

<table>
<thead>
<tr>
<th>Site Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.88</td>
<td>0.74</td>
<td>0.95</td>
<td>1.12</td>
<td>0.63</td>
<td>0.82</td>
<td>0.82</td>
<td>0.85</td>
<td>0.90</td>
<td>1.37</td>
<td>0.89</td>
<td>0.92</td>
<td>0.98</td>
<td>0.9156</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.29</td>
<td>0.38</td>
<td>0.12</td>
<td>0.30</td>
<td>0.18</td>
<td>0.29</td>
<td>0.14</td>
<td>0.18</td>
<td>0.38</td>
<td>0.24</td>
<td>0.21</td>
<td>0.55</td>
<td>0.48</td>
<td>0.2925</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.33</td>
<td>0.27</td>
<td>0.23</td>
<td>0.58</td>
<td>0.10</td>
<td>0.38</td>
<td>0.14</td>
<td>0.19</td>
<td>0.33</td>
<td>0.22</td>
<td>0.19</td>
<td>0.34</td>
<td>0.49</td>
<td>0.2888</td>
</tr>
<tr>
<td>Case 4</td>
<td>0.28</td>
<td>0.35</td>
<td>0.14</td>
<td>0.33</td>
<td>0.08</td>
<td>0.16</td>
<td>0.08</td>
<td>0.13</td>
<td>0.29</td>
<td>0.16</td>
<td>0.17</td>
<td>0.36</td>
<td>0.52</td>
<td>0.2359</td>
</tr>
<tr>
<td>Case 5</td>
<td>0.28</td>
<td>0.36</td>
<td>0.13</td>
<td>0.32</td>
<td>0.08</td>
<td>0.17</td>
<td>0.08</td>
<td>0.13</td>
<td>0.30</td>
<td>0.18</td>
<td>0.17</td>
<td>0.35</td>
<td>0.53</td>
<td>0.2367</td>
</tr>
<tr>
<td>Case 6</td>
<td>0.45</td>
<td>0.62</td>
<td>0.49</td>
<td>0.63</td>
<td>0.34</td>
<td>0.46</td>
<td>0.36</td>
<td>0.35</td>
<td>0.62</td>
<td>0.52</td>
<td>0.43</td>
<td>0.54</td>
<td>0.60</td>
<td>0.4930</td>
</tr>
</tbody>
</table>

**Figure 6.** Boxplot of imputation NRMSE for each imputation case.

6. Conclusions

This paper presents a framework for PV fault detection and imputation method on PV fleets without the manual annotation of the state of the PV systems. We supplement the meteorological data measured at LWS, which had a relatively low value for the cross-correlation with PV generation, using the neighboring PV fleet data. Several features were derived to be used as input for K-means clustering to label normal or abnormal patterns. PV fleet on the campus and solar irradiance data measured at one of the PV sites in the fleet were utilized to extract the features for fault pattern detection. We arbitrarily injected a fault pattern based on actual observations, and the detection accuracy was evaluated using a confusion matrix. The detection error rate was compared for three cases: Using SolarClique (a conventional prediction-based detection method), a clustering-based method without PV fleet data, and a clustering-based method with PV fleet data which is the proposed method. The error rates for these three cases were 0.0753, 0.0223, and 0.0126, which means that the proposed clustering-based detection using neighboring PV fleet data can effectively detect the faults.
Data imputation was conducted for the distinguished abnormal patterns. Five cases of regression-based imputation and kNN were evaluated by NRMSE. In general, Cases 4 and 5, which utilized neighboring self-labeled PV data, showed better imputation performance than imputation without nearby sites or without labeled PV data by reducing NRMSE over 19% and 18%, respectively. In addition, according to earlier grouping information based on cross-correlation analysis, G3, which were close SWS, generally showed better performance when only solar irradiance data were used. However, the imputation result for G3 sites and neighboring PV profiles provided more relevant information than weather data obtained at SWS that was relatively far away. In summary, neighboring PV data are effective in improving fault detection and imputation accuracy in a dense PV fleet.
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Abbreviations

The following abbreviations are used in this manuscript:

- $F_s$: Feature associated with candidate PV and solar irradiance
- $F_f$: Feature associated with candidate PV and neighboring PVs
- $N$: Total number of PVs in PV fleet
- $n$: ID number of candidate PV
- $k$: ID number of neighboring PVs i.e., $k \in \{1, 2, \ldots, n - 1, n + 1, \ldots, N\}$
- $t$: Hourly time index
- $T$: Set of PV operation time indexes
- $T_p$: Duration of $T$
- $x$: Daily profile of PV
- $y$: Daily profile of solar irradiance
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