Location and Capacity Optimization of Distributed Energy Storage System in Peak-Shaving
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Abstract: The peak-valley characteristic of electrical load brings high cost in power supply coming from the adjustment of generation to maintain the balance between production and demand. Distributed energy storage system (DESS) technology can deal with the challenge very well. However, the number of devices for DESS is much larger than central energy storage system (CESS), which brings challenges for solving the problem of location selection and capacity allocation with large scale. We formulate the charging/discharging model of DESS and economic analysis. Then, we propose a simulation optimization method to determine the locations to equip with DESSs and the storage capacity of each location. The greedy algorithm with Monte Carlo simulation is applied to solve the location and capacity optimization problem of DESS over a large scale. Compared with the global optimal genetic algorithm, the case study conducted on the load data of a district in Beijing validates the efficiency and superiority of our method.
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1. Introduction

The drastic variation in load side during a day poses huge challenges to maintain the supply-demand balance. The variation comes from many factors, such as user behaviors, plug-in electric vehicles, and renewable energy resources [1,2]. The peak-valley characteristics require subsequent adjustment of power output from a generator set, which brings high cost. The cost mainly comes from two aspects. The first part is that the grid is generally installed with excessive capacity of equipment, such as transmission lines and transformers, to cope with the peak load. However, the peak load lasts only for a short time so that the occupation ratio of the equipment is quite low. Additionally, the huge investment of equipment causes high cost. The other one is that the grid lacks effective methods and equipment to maintain system damping performance and stability of the grid [3–5]. The adjustment cost of generators is high, and the response speed is slow. The constant adjustment of power output results in the rise of generation cost.

Distributed energy storage system (DESS) is an advanced alternative to address the challenge which can absorb energy during low demand periods and supply energy during high loads [6,7]. The optimal placement selection and capacity allocation are the key problems to solve when configuring DESSs. The capacity allocation problem of DESS is more complex than centralized energy storage. The dimension of the problem is much higher for the greater number of energy storage devices. The location of DESSs and the interaction among various devices need to be considered due to the power flow. The mathematical model of DESS is non-convex and non-linear so that it is difficult to solve
the problem effectively by analytic method or search method [8]. The models and methods for capacity allocation of DESSs in different scenarios are studied. The problem of distributed storage capacity allocation is studied to reduce generation cost [9]. It establishes a capacity allocation optimization model of DESSs with investment budget as a constraint and the minimization of generation cost as the objective. However, the effective solution for complex optimization model and capacity allocation is not studied. Miranda I et al. and Carpinelli G et al. studied the integrated planning of DESSs for balancing active power and capacitors for balancing reactive power, established a mathematical model considering various cost factors, and used a genetic algorithm including non-linear optimization to obtain allocation results [10,11]. However, the problem that it is difficult to be implemented in a large-scale system exists because the solution mainly depends on a genetic algorithm which is not efficient enough.

Regarding the capacity configuration under specific applications, in [12] the community energy storage allocation method for peak-shaving and valley filling is studied. Two types of energy storage devices, lead-acid battery and lithium-ion battery, are compared, and the capacity allocation schemes under different price mechanisms are studied. However, the literature focuses on the differences between the two kinds of energy storage, and lacks a complete capacity allocation method for DESSs. The capacity allocation of devices for reactive power compensation is studied in [13,14]. Firstly, the nodes with high sensitivity are selected as the alternative nodes, and the steady-state and transient voltage support effects are calculated, respectively, to obtain the optimal configuration scheme. This optimization process is essentially a traversal search method, and it is still difficult to solve when facing large-scale problems.

The previous works on power systems considering the DESSs mainly focus on the cost-benefit analysis of the application with DESS as an aid for generators or renewable power. This paper studies the location selection and capacity allocation of DESS, especially considering the configuration of DESSs, which bring the large scale of the candidate locations compared with central energy storage system (CESS), so that how to design an effective and efficient method to solve it is the research challenge. In our work, we consider the DESS plays the role of the regulator of electrical load by participating in the peak-shaving. The model is more accurate but also more difficult to solve by incorporating the AC power flow calculation. The method to select the candidate locations with higher power loss sensitivity to install DESS narrows the solution space significantly. A simulation optimization strategy based on greedy algorithm for capacity allocation is proposed to solve the optimization problem. Then, the paper provides the numerical analysis that shows the greedy algorithm can deal with the large scale capacity allocation problem, and the optimality quality of the solution is also compared with the genetic algorithm.

The remainder of the paper is organized as follows. The model of DESS and economic analysis is presented in Section 2. Section 3 introduces the greedy algorithm applied in Monto Carlo simulation method to select the optimal placement and capacity. Then, a case study based on the proposed method using the load data of a district in Beijing in 2013 is conducted in Section 4. The result is also compared with the genetic algorithm to validate its superiority. Finally, Section 5 concludes the paper.

2. Model Formulation

2.1. DESS Model

Given the distribution network consisting of $N$ nodes, for an energy storage device, $P_{\text{cap}}$ (kW) is the rated power and $E_{\text{cap}}$ (kWh) is the storage capacity. $\eta_c$, $\eta_d$ is the charging and discharging efficiency, respectively. Additionally, $\epsilon_{\text{max}}$, $\epsilon_{\text{min}}$ are the upper and lower limits of the state of charge (SOC). $P(t)$ is the charging/discharging power of at time $t$. $P(t) > 0$ means DESS absorbs energy from the grid and $P(t) < 0$ means DESS supplies power to the grid. DESS also needs to satisfy the following constraints.
(1) Charging/discharging power constraint

Limited by the charging/discharging modular of DESS and the capacity limitation of power conversion system, the value of charging/discharging power needs to be within the upper and lower bounds.

\[-P_{cap} \leq P(t) \leq P_{cap}\]  \hspace{1cm} (1)

(2) SOC constraint

\(\varepsilon(t)\) is the SOC at time \(t\) which needs to satisfy

\[\varepsilon_{min} \leq \varepsilon(t) \leq \varepsilon_{max}\]  \hspace{1cm} (2)

\(\Delta t\) is the time interval between \(t\) and \(t + 1\). \(\varepsilon(t)\) also satisfies

\[\varepsilon(t) = \varepsilon(0) + \sum_{i=1}^{t} \frac{P(t) \Delta t \eta(t)}{E_{cap}}\]  \hspace{1cm} (3)

Equation (3) describes the change of SOC from time \(t\) to \(t + 1\) with the DESS charging/discharging by power \(P(t)\) during \(\Delta t\). Additionally, \(\eta(t)\) is defined in

\[
\eta(t) = \begin{cases} 
\eta_c & P(t) > 0 \\
\eta_d & P(t) < 0 
\end{cases}
\]  \hspace{1cm} (4)

(3) Periodic constraint

In order to ensure the continuous capability of peak-shaving in one-day circle, all DESSs should have the same SOC at the beginning and end of each day, as shown in

\[\varepsilon(0) = \varepsilon(T)\]  \hspace{1cm} (5)

2.2. Economic Analysis

The profit of configuring \(m\) DESSs can be written as

\[y = y_{shift} - y_{cost}\]  \hspace{1cm} (6)

\(y\) is the total profit and \(y_{shift}, y_{cost}\) are the return of peak-shaving and cost of configuring DESSs. \(y_{shift}\) mainly comes from peak-shaving and valley filling and \(y_{cost}\) consists of cost from initial investment and operation maintenance.

1. Return from power shifting \(y_{shift}\)

In order to encourage the development of DESS technology and reduce the regulation cost of power system, many countries have introduced subsidies for energy storage to participate in power shifting. The amount of subsidies is usually proportional to the reduction of difference between peak and valley load in one day as written in

\[y_{shift} = \beta(\omega_0 - \omega_1) = \beta \Delta \omega\]  \hspace{1cm} (7)

\(\beta\) is the subsidy for unit power of reduction of difference between peak and valley load. \(\omega_0, \omega_1\) are the differences of peak and valley load before and after the configuration of DESSs.

\[
\begin{align*}
\omega_0 &= \max_{t \in [1,T]} P_L(t) - \min_{t \in [1,T]} P_L(t) \\
\omega_1 &= \max_{t \in [1,T]} P'_L(t) - \min_{t \in [1,T]} P'_L(t)
\end{align*}
\]  \hspace{1cm} (8)
In Equation (8), \( T \) is the total intervals of time in one day, and \( P_L(t) \), \( P'_L(t) \) are the total electrical load of \( N \) nodes before and after the configuration of DESSs.

2. Cost from configuration, operation, and maintenance \( y_{cost} \)

Different DESSs have different initial investment costs, capacity, depth of discharge (DOD), and cycle times. The installation cost of DESS is converted to each charging/discharging process here. With the increasing working time of DESS, the number of remaining cycles decreases gradually. When the number of remaining cycles decreases to a certain value, the DESS will be scrapped. The energy storage economy evaluation and energy storage cost analysis are the key factors affecting the configuration of DESS. The cost per kWh based on the model of the full life-cycle for the energy storage considers the total cost shared by each charging/discharging process and is the commonly applied evaluation index [15]. Thus, the cost analysis in this paper introduces the cost per kWh as the evaluation index. The cost of each charging/discharging process is proportional to the charged/discharged electricity. The total energy volume \( E_{all} \) of DESS can be defined as the charge and discharge capacity in the life cycle. The relationship between \( E_{all} \) and the depth of discharge \( R \) and the total cycle number \( D \) is satisfied in

\[
E_{all} = 2E_{cap}RD
\]  

where \( R \) is represented as

\[
R = \varepsilon_{max} - \varepsilon_{min}
\]  

It is found that when DOD is more than 0.2 the total energy volume remains almost constant [16,17]. Generally, the DOD reaches 0.5 in practical implementation. That is to say, the total energy volume can be regarded as a constant simplistically. Therefore, we can describe the charging/discharging cost from configuration \( c_1 \) by the proportion of consumed electricity of each interval which is written as

\[
c_1 = \frac{\left| P(t)\Delta t \right|}{E_{all}}c_{initial} = \frac{\left| P(t)\Delta t \right|}{2E_{cap}RD}c_{initial}
\]  

where \( c_{initial} \) is the initial investment cost of the DESS. In practice, there is difference of the DOD for each charging/discharging cycle so that it is an approximate description of the cost of each interval from the configuration.

The operation cost is mainly from the electricity fees \( c_2 \), which is shown in Equation (12). It is assumed that the price of unit electricity is \( \lambda(t) \) at time \( t \) and the price of electricity changes with time.

\[
c_2 = \lambda(t)\left| P(t)\Delta t \right|
\]  

The maintenance cost of each charging/discharging interval can also be considered as proportional to the charged/discharged electricity during the interval. Additionally, the part of cost \( c_3 \) can be represented as

\[
c_3 = \frac{\left| P(t)\Delta t \right|}{2E_{cap}RD}\alpha E_{cap}
\]

where \( \alpha \) is a constant that comes from practical operation of the DESS. It describes the proportional relation between the total maintenance cost and the capacity of the DESS.

Therefore, for a grid installed with \( m \) DESSs, the total cost in one day is

\[
y_{cost} = \sum_{i=1}^{m} \sum_{t=1}^{T} (c_1 + c_2 + c_3) = \sum_{i=1}^{m} \sum_{t=1}^{T} \rho \left| P_i(t)\Delta t \right|
\]  

where \( \rho = \lambda(t) + \frac{c_{initial}}{2E_{cap}RD} + \frac{\alpha E_{cap}}{2E_{cap}RD}, \quad i = 1, 2 \ldots, m \). The subscript \( i \) means the parameter of the \( i \)-th DESS.
The total profit from the participation of DESSs in the peak-shaving can be written as the difference of the return and the cost of the DESSs in

$$y = \beta \Delta \omega - \sum_{i=1}^{m} \sum_{t=1}^{T} \rho |P_i(t)\Delta t|$$

(15)

3. Simulation-Based Optimization for Capacity Allocation

In this section, the simulation-based optimization for location selection and capacity allocation is established. The locations to install DESSs need to be selected and the capacity of each location needs to be allocated, which are both achieved by the simulation. Accordingly, the strategy is divided into two steps. First, the locations with the highest power loss sensitivity (PLS) are selected as the candidate nodes to install DESSs. Second, the capacities of the selected nodes are determined by Monte Carlo simulation. The total capacity is discretized into a lot of small units of storage. The location and charging/discharging time of each unit storage are determined one by one by greedy algorithm to maximize the profit. After each allocation of a unit storage, the electrical load of the according node is updated with the power of the DESS and the process is repeated until all the units are allocated.

When solving the capacity allocation problem with the economic index as an objective, it is necessary to establish a mathematical optimization model to calculate the charging/discharging power and time of DESSs under different schemes of capacity allocation. According to the charging/discharging power, the operating cost and return of DESSs can be obtained, and the optimal benefit can be calculated accordingly.

3.1. Location Selection Based on PLS

We focus on the variation of difference between peak and valley load at transformer outlet when DESSs participate in peak-shaving. The load change of transformer outlet consists of the power of DESSs and the change of network power loss when the DESSs participate in the regulation. Therefore, we can define PLS at a node as the ratio of total change of network power loss and the power change of the node. The PLS of the \(i\)-th node is

$$\delta_i = \frac{\Delta P_{\text{loss},i}}{\Delta P_i}$$

where \(\Delta P_i\) is the electrical load change of the \(i\)-th node and \(\Delta P_{\text{loss},i}\) is the change of total network power loss caused by \(\Delta P_i\).

Generally, when the capacity and power of the DESS is given, the DESS installed at the node with higher PLS can play a greater role [18]. When the total electrical load is too high and the DESS needs to discharge to supply electricity, the discharging power of the DESS at the node with higher PLS can reduce more network power loss, that is to say, the decrease of electrical load consisting of the power the DESS supplies and the power loss reduced by it is more so as to reduce the difference between the peak and valley load more. It is the same case when the DESS needs to charge to absorb electricity from the distribution network. Therefore, the DESS installed at such node is more beneficial. Additionally, these nodes are the objective to install with DESSs.

The PLS of each node remains almost unchanged when the power of DESSs varies in a small range. Therefore, the PLS of each node can be obtained according to the topological structure and load parameters. In practice, we can calculate PLS of each node by changing the load parameters slightly and select \(N_E\) nodes with the highest PLSs from the total \(N\) nodes. The number of nodes to install with DESSs is reduced from \(N\) to \(N_E\). \(N_E\) is much smaller than \(N\), and this method reduces the dimension of the problem significantly, therefore, the capacity allocation problem of DESS could be solved with higher efficiency.
3.2. Capacity Allocation Based on Monte Carlo Simulation

The goal of capacity allocation of DESSs is to obtain the optimal installation locations and the corresponding configuration capacity of each node. For a distributed network consisting of \( N \) nodes, the capacity of each node can be written as \( E_{cap} = [E_{1cap}^{cap}, E_{2cap}^{cap}, \cdots, E_{Ncap}^{cap}]^T \), and the according rated power is \( P_{cap} = [P_{1cap}^{cap}, P_{2cap}^{cap}, \cdots, P_{Ncap}^{cap}]^T \). If the optimal allocation capacity of DESS of a node is 0, it means that the node is not allocated with DESS. In this paper, the capacity configuration of each node is considered as the decision variable to establish the mathematical model.

The upper limit of rated power of DESS that can be installed at each node in distribution network is usually determined by factors such as grid structure. Given the rated power of each node, the power of all DESSs in one day can be represented as

\[
P_E = \begin{bmatrix}
P_{1cap}^{cap} & \cdots & P_{Tcap}^{cap} \\
\vdots & \ddots & \vdots \\
P_{Ncap}^{cap} & \cdots & P_{Ncap}^{Tcap}
\end{bmatrix}
\] (17)

The load of each node in the distribution network is recorded as \( P_D \) in different time periods throughout the day. As shown in Equation (18), the data in column \( t \) of row \( i \) indicates the electrical load of node \( i \) during the \( t \)-th interval.

\[
P_D = \begin{bmatrix}
P_{D1}(1) & \cdots & P_{D1}(T) \\
\vdots & \ddots & \vdots \\
P_{DN}(1) & \cdots & P_{DN}(T)
\end{bmatrix}
\] (18)

The load data in the model is a key factor to be considered in the capacity allocation of DESS, and it is also an important parameter affecting the optimization results. The actual life of DESSs can reach several years. It is necessary to consider the impact of long-term load characteristics, historical and future load forecasting. In this paper, the load parameters were analyzed by Monte Carlo simulation. The parameter \( P_D \) was adjusted to get the optimal allocation scheme without noise by taking the average of multiple replications.

Using the long-term method to predict the load, the predictive result of normal distribution is obtained, which can be written as \( F(x) \). The method of Monte Carlo simulation is as follows: multiple sets of load data are generated according to distribution function \( F(x) \), and select \( K \) sets of load data satisfying the confidence level \( \alpha \), written as \( P_{1D}, P_{2D}, \ldots, P_{KD} \). Our goal is to find the optimal capacity allocation scheme with the most benefit under different load data.

3.2.1. Objective and Constraints

As discussed in Section 2, the objective function is shown in Equation (15). The operation of DESSs is restricted by the constraints of energy storage device and periodic constraints. The nodes in the distribution network also need to satisfy the AC power flow equation which is the special constraint for DESSs. The power flow equation describes the relation of active and reactive power among different nodes, which is determined by the physical condition [19]. As shown in

\[
\begin{align*}
P_i &= -U_i \sum_{j=1}^{N} U_j \left( G_{ij} \cos \delta_{ij} + B_{ij} \sin \delta_{ij} \right) \\
Q_i &= U_i \sum_{j=1}^{N} U_j \left( B_{ij} \cos \delta_{ij} - G_{ij} \sin \delta_{ij} \right)
\end{align*}
\] (19)
The power flow constraint should be satisfied among the nodes in the grid, where \( P_i, Q_i \) are the active and reactive power of node \( i \), respectively, and \( U_i \) is the voltage at node \( i \). \( G_{ij}, B_{ij} \), and \( \delta_{ij} \) represent the admittance, susceptance, and the voltage phase difference between node \( i \) and node \( j \), \( \forall i = 1, 2, \cdots, N \). However, problems such as singular matrix and non-convergence occur if the power flow calculation is carried out in the same way as used in main grid for the topology and parameters of the distribution network are different from those of the main grid. Therefore, the calculation is carried out by loop analysis method [20].

In the power flow calculation, the power of each node should also satisfy the upper and lower bounds as in Equation (20). \( \{ p_{i}^{\min}, p_{i}^{\max}\} \) and \( \{ q_{i}^{\min}, q_{i}^{\max}\} \) are the bounds of active and reactive power at node \( i \), respectively.

\[
\begin{align*}
\{ p_{i}^{\min} & \leq P_i \leq p_{i}^{\max} \\
q_{i}^{\min} & \leq Q_i \leq q_{i}^{\max} \quad \forall i.
\end{align*}
\] (20)

Active power transmitted on the line is constrained by the transmission power limit of the line as Equation (21) shows, where \( P_{ij} \) denotes the active power transmitted on the line linking node \( i \) and node \( j \), and \( p_{ij}^{\max} \) is the upper limit of transmitted the active power.

\[
|P_{ij}| \leq p_{ij}^{\max}
\] (21)

Collectively, the optimization problem can be described as

\[
\begin{align*}
\max y = & \beta \Delta \omega - \sum_{i=1}^{m} \sum_{t=1}^{T} \rho |P_i(t)| \Delta t \\
\text{s.t.} & \quad (1)-(5), (19)-(21)
\end{align*}
\] (22)

For a given capacity configuration scheme \( E_{\text{cap}} \), different optimal values based on the capacity allocation optimization model under different load data, \( P_{1D}, P_{2D} \cdots P_{KD} \), exist, denoted as \( z_1, z_2, \ldots, z_K \). In Equation (22), \( P_i(t) \) is an intermediate variable. It can be rewritten in Equation (23) with \( E_{\text{cap}} \) as the decision variable, where \( z_s \) is the maximum net benefit when the load parameter is \( P_{sD} \) and the distribution network is configured with capacity \( E_{\text{cap}} \).

\[
\begin{align*}
\{ z_s = & \max y(P_{sD}, E_{\text{cap}}), \quad s = 1, 2, \cdots, K \\
\text{s.t.} & \quad (1)-(5), (19)-(21)
\end{align*}
\] (23)

Then the daily average maximum net benefit \( z_a \) with Monte Carlo simulation is

\[
\begin{align*}
\max z_a = & \frac{1}{K} \sum_{s=1}^{K} z_s = \frac{1}{K} \sum_{s=1}^{K} \{ \max y(P_{sD}, E_{\text{cap}}) \} \\
\text{s.t.} & \quad (1)-(5), (19)-(21)
\end{align*}
\] (24)

That means given different load data, the \( E_{\text{cap}} \) is searched to maximize the average net benefit, and during the process the charging/discharging power \( P_L \) of DESSs are also determined by the following strategy.

3.2.2. The Capacity Allocation Strategy Based on Greedy Algorithm

In Equation (24), it is necessary to introduce the power of DESSs as intermediate variables. Additionally, the power of DESSs at each time is constrained by SOC, which makes solving Equation (24) pretty difficult [21]. In addition, there is no explicit expression of the power of each node due to the power flow constraints, so Equation (24) cannot be solved by the general non-linear optimization method as well.

This paper introduces a step-by-step solution method based on the greedy algorithm. The core idea is to divide energy storage into many small units. The capacity of each unit can only be
charged and discharged once. According to the model in Equation (24), the installation location and charging/discharging time of each unit storage under different loads are determined in turn. The power of unit storage is then regarded as the load at the node, accordingly. Every decision-making process is to solve a simple model. When the installation location and charging/discharging time of all units are determined, the allocation scheme and the corresponding maximum net profit are obtained. The maximum net profit $z_a$ under different total energy storage capacity is solved separately, and the capacity allocation scheme with maximum net profit is the optimal one.

Firstly, the problem is appropriately simplified by the characteristics of DESSs. Peak-shaving requires the synergy of many DESSs, so the influence of power error of a single device on the effect of peak-shaving is acceptable. In power management of a single DESS, a constant power for charging/discharging strategy can be used, and the unit storage at node $i$ can charge and discharge with its rated power as shown in

$$P_{E_i}(t) = u(t) P_{ucap}, \quad u(t) = 0, 1, -1, \forall i, t$$

(25)

In Equation (25), $u(t) = 1$ indicates that DESS charges; $u(t) = -1$ indicates DESS discharges and $u(t) = 0$ means the power of DESS is 0. $P_{ucap}$ is the rated power of unit storage so that the capacity of unit storage is $E_0 = P_{ucap} \Delta t$.

To avoid the rapid decline of life caused by excessive use of DESSs, each DESS is limited to charge/discharge for only one cycle. Additionally, the problem is to determine the charging/discharging time of the unit in one day. According to [20], charging and discharging only occur at the low and peak load when DESSs participate in peak-shaving, so the decision-making process is to determine the optimal discharging time during the peak load period and the optimal charging time during the valley load period.

Combining the above two simplifications, a step-by-step strategy based on the greedy algorithm is proposed. The energy storage is divided into $M$ units and each unit can charge/discharge with rated power $P_{ucap}$ during interval $\Delta t$. The number of units $M$ is decided by

$$M = \frac{E_{all}}{P_{ucap} \Delta t}$$

(26)

When calculating the power of each unit, we select the node and charging/discharging time that brings the most net profit according to the load parameter. Taking installation node $i$, charging time $t_c$, and discharging time $t_d$ as decision variables, the following Equation (27) shows the objective and constraints [22].

$$\max_{i, t_c, t_d} y$$

$$\left\{ \begin{array}{l}
    P_{E_i}(t_c) = P_{ucap} \\
    P_{E_i}(t_d) = -P_{ucap}
\end{array} \right.$$  

(27)

The optimal solution of Equation (27) is the optimal location and charging/discharging time. Then the power of DESSs needs to be updated and added to the load at node $i$. The decision process is repeated for the next unit based on updated load data until all the capacities are allocated. The framework of Monte Carlo simulation is shown in Figure 1. What is necessary to clarify is that the greedy algorithm cannot assure global optimal solution so that the fragility exists. To validate the quality of the solution of our method, a numerical experiment comparing the results of the greedy algorithm and genetic algorithm is carried out.
The loads of all the nodes are from real data of a district in Beijing in 2013. The long-term load data satisfies normal distribution. The sample interval is 15 min and the total load in node 0 over long term is shown in Figure 3. The blue line indicates the mean value of the load, and the shaded red part indicates the distribution range of the load. The peak load is about 3.7 MW and the valley is about 1.6 MW. In Monte Carlo simulation, the confidence level of the load data is 0.95.
The framework of applied genetic algorithm. 

Other parameters in the simulation, such as charging/discharging efficiency, cost parameters of DESSs, peak-shaving subsidies, upper and lower limits of SOC, and other intermediate variables are shown in Equation (28).

\[
\begin{align*}
    \eta_c &= 0.95, \quad \eta_d = 0.9 \\
    \epsilon_{\min} &= 0.05, \quad \epsilon_{\max} = 0.95 \\
    \rho &= 1000 \text{ \(\text{kWh}\)} \\
    E_0 &= 2.5 \text{ kWh}, \quad P_{\text{cap}} = 10 \text{ kW} \\
    \beta &= 470 \text{ \(\text{yuan/kW}\)}
\end{align*}
\]  

(28)

The cost value used here is a generally recognized cost. In addition, the subsidy for peak-shaving is the subsidy standard for Anhui Tianhuangping pumped storage power station. Sensitivity analysis of subsidy parameters was also carried out in subsequent analyses.

We also set up a comparative numerical experiment based on the genetic algorithm that is global optimal to solve the capacity allocation problem, with the purpose to verify our method. Limited by the efficiency of genetic algorithm, only five of the 32 nodes were selected as candidate nodes, just as the settings of the numerical experiment based on our method. The framework of genetic algorithm applied in the numerical experiment is shown in Figure 4. In the method based on genetic algorithm, the decision variable is the power of each candidate node. By the charged/discharged electricity the capacity allocation scheme can be calculated.

![Figure 3. The variation of total load.](image)

![Figure 4. The framework of applied genetic algorithm.](image)
4.2. Simulation Result

We calculated the PLSs of each node by simulation in MATLAB R2015b. The loads used here were all the peak values of average load. The PLSs calculated by changing the loads of different nodes are shown in Figure 5. Then we obtained the set of 10 nodes with the highest PLSs to install DESSs $\Phi = \{12–17, 29–32\}$. Then the simulation was carried out according to above parameters and the result that the net profit varies with the total capacity is shown in Figure 6.

![Figure 5. The power loss sensitivity (PLS) of each node.](image)

![Figure 6. Relationships between total net profit and total energy storage.](image)

As we can see from Figure 6, the net profit increases with the growth of total capacity first. When the total capacity reaches about 720 kWh, further reducing the peak-valley difference requires more DESSs. The cost of energy storage increases rapidly while the income increases slowly, which leads to the decrease of the net profit of DESSs. Therefore, 720 kWh is the optimal total storage capacity. The corresponding allocation of capacity is in Table 2.

<table>
<thead>
<tr>
<th>Node</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity/kWh</td>
<td>0</td>
<td>0</td>
<td>2.5</td>
<td>52.5</td>
<td>107.5</td>
<td>230</td>
<td>0</td>
<td>0</td>
<td>170</td>
<td>157.5</td>
</tr>
</tbody>
</table>

For the capacity allocation scheme in the table above, the effect of peak-shaving is shown in Figure 7 under the load data shown in Figure 3.
As we can see from Figure 6, the net profit increases with the growth of total capacity first. When the total capacity reaches about 720 kWh, further reducing the peak-valley difference requires more DESSs. The cost of energy storage increases rapidly while the income increases slowly, which leads to the decrease of the net profit of DESSs. Therefore, 720 kWh is the optimal total storage capacity.

The corresponding allocation of capacity is in Table 2.

The maximum daily net profit of the above configuration is about 260 yuan, and the installation and maintenance cost of DESSs is about 720 yuan. The total income, including the subsidies for peak-shaving and the income from price difference of peak and valley load, is 980 yuan. Compared to CESS, assuming that CESS of 720 kWh is installed at node 0 in the IEEE 33-bus distribution system, the total revenue of CESS participating in peak-shaving is about 910 yuan by using the optimization method in [8] under the same condition. With the same cost parameters and total allocation capacity, the total revenue from DESSs increases about 7.69% compared with CESS.

When the scale of selected nodes is reduced from 10 to 5, the set of selected nodes are \( \Phi = \{15–17, 31, 32\} \) and the total storage capacity is 600 kWh. The allocation scheme of capacity based on the greedy algorithm and genetic algorithm is shown in Tables 3 and 4. The genetic algorithm can lead to an optimal solution generally. The net benefit from the DESSs participating in the peak-shaving is about 198 yuan when the greedy algorithm is used and 202 yuan when the genetic algorithm is used.

<table>
<thead>
<tr>
<th>Node</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>31</th>
<th>32</th>
<th>Net Benefit/yuan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity/kWh</td>
<td>5</td>
<td>75</td>
<td>182.5</td>
<td>25</td>
<td>112.5</td>
<td>198</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Node</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>31</th>
<th>32</th>
<th>Net Benefit/yuan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity/kWh</td>
<td>5.9</td>
<td>75.1</td>
<td>181.7</td>
<td>25.4</td>
<td>111.9</td>
<td>202</td>
</tr>
</tbody>
</table>

From the results it can be found that the net benefits based on the two algorithms are almost the same. Generally, the genetic algorithm can converge to an optimal solution so it shows that the method based on the greedy algorithm can also derive a relatively effective solution. From Tables 3 and 4 it can also be found that the capacity allocation schemes based on the two algorithms are consistent, which shows the optimality and effectiveness of the method based on the greedy algorithm. Furthermore, the problem of large scale can also be solved by the greedy algorithm, indicating the superiority of our method.

### 4.3. Parameters Analysis

The subsidy for peak-shaving, cost of DESS, and the allocation scheme are all important factors affecting the revenue of peak-shaving. In practice, they are also key factors to determine whether the DESS can be implemented. In this part, the parameter analysis of above variables is introduced.
4.3.1. Subsidy for Peak-Shaving

The above simulation is carried out with the subsidy $\beta = 470$. If the subsidy for peak-shaving is 100 and 700 yuan/kW per year, the corresponding results are shown in Figure 8.

![Figure 8](image)

**Figure 8.** (a) Relationships between total net profit and total storage capacity when $\beta = 100$; (b) relationships between total net profit and total storage capacity when $\beta = 700$.

When $\beta = 100$, no matter how many capacities are configurated, the net profit is negative. That is to say, the investment is in loss. At this time, the best configuration scheme is not to allocate any DESS. Due to the high cost, peak-valley price difference cannot cover its investment cost, and the greater the capacity allocation of DESS, the more losses. That means the DESSs participating in peak-shaving is hardly feasible under the current cost and proper subsidy is needed for implementation. When $\beta = 700$, the total profit is increasing with the growth of total capacity. That indicates the revenue of DESSs is always higher than the cost owing to the high subsidy. The best scheme is to configure as many DESSs as possible to reduce the peak-valley difference of load. At this time, the DESSs conversion efficiency will bring great energy loss and the existing regulation capacity of the power system does not play a role.

4.3.2. Load Distribution in the Distribution Network

One advantage of configuring DESSs is that it can reflect the distribution of load and meet the adjustment requirements of active power in a more refined structure. The optimal scheme of capacity allocation in the above simulation is based on the load curve in Figure 3. Now the load parameters were changed to be beyond the confidence interval by reducing 20% of the loads at nodes 12–18 and increasing 20% of loads at nodes 29–32. The simulation was repeated and the following scheme in Table 5 was obtained.

<table>
<thead>
<tr>
<th>Node</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity/kWh</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7.5</td>
<td>57.5</td>
<td>142.5</td>
<td>0</td>
<td>0</td>
<td>362.5</td>
<td>210</td>
</tr>
</tbody>
</table>

The optimal total capacity of DESSs is 780 kWh. Compared with the configuration scheme in Table 3, the total capacity increases by 60 kWh. The increased capacity is mainly configurated at nodes 31 and 32, which are exactly the nodes with increased load. This reflects the advantage of the DESSs whose installation location is close to the load center. The energy storage power can balance the heavy load of these nodes and improve the power flow distribution in the distribution network from the load side.
5. Conclusions

This paper focuses on the DESSs participating in peaking shaving of grid load to reduce the cost of frequency regulation. The simulation based on the greedy algorithm was proposed to search for the optimal location to install DESSs and optimal capacity allocation scheme. Though the fragility that the greedy algorithm cannot assure global optimal solution exists, the case study compares the performance of the genetic algorithm and our method, which indicates the effectiveness and efficiency of our method. We analyzed the parameter of subsidy and load distribution. Then, we obtained the conclusion that the DESS is hard to put into operation without enough subsidy under current cost and the implementation longs for further decline of cost. In addition, the load distribution determines the location and capacity allocation scheme by attracting more capacity at the nodes with high loads to improve the power flow. In the future, more works about how to determine the total nodes to install DESSs and how to control the charging/discharging of DESSs are still in demand. Additionally, the global optimization method with assured efficiency and effectiveness is one important direction for solving the capacity allocation problem of large scale.
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