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Abstract: The use of photovoltaic (PV) energy in combination with heat pump systems for heating
and cooling of residential buildings can lead to renewable energy self-consumption, reducing the
energy required from the grid and the carbon footprint of the building uses. However, energy storage
technologies and control strategies are essential to enhance the self-consumption level. This paper
proposes and analyzes a new control strategy for the operation of a modulating air-source heat pump,
based on the actual PV availability. The solar energy surplus is stored as thermal energy by the use of
water tanks and the activation of the thermal capacitance of the building. The efficacy of the control
strategy is evaluated considering different rule-based strategies, and different boundary conditions.
The effect of climate data, building insulation level and thermal inertia are investigated and compared.
The results show the efficacy of the proposed strategy to decrease up to 17% the amount of electricity
purchased from the grid and to increase the self-consumption by 22%, considering a high-insulated
building in Bolzano, Northern Italy. The thermal mass activation is found effective to increase the
self-consumption of the system. Nonetheless, the achievable energy reduction depends largely on the
building characteristics and the boundary conditions.

Keywords: heat pump; residential building; rule-based control; thermal energy storage; virtual
battery; self-consumption

1. Introduction

Around 40% of the European final energy consumption is related to building use [1]. Specifically,
the residential sector is responsible for 25% of the total building consumption [2]. In 2017, Eurostat
reported a renewable energy share for heating and cooling applications in the residential sector of
around 19.5% in the European countries [3]. Increasing the use of electricity to supply heating and
cooling in buildings is a strategic solution to increase the share of renewable energy in the sector and
to reduce the carbon footprint of buildings. For this purpose, one of the most promising and largely
spreading solutions is the installation of heat pump systems coupled with photovoltaic plants [4]. Heat
pumps can provide space heating, space cooling and domestic hot water to the building with high
levels of performance by using electricity. A certain level of self-consumption is assured by the direct
use of the produced PV energy for the heat pump operation. Nevertheless, the mismatch between the
solar production (during the day) and the energy demand of the building (mostly during the evening)
is one of the main challenges to reach a high share of self-consumption. The net zero energy building
(NZEB) concept was based on the idea of using the grid as a virtual battery. However, the grid has
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a limited capacity and this solution can work for a limited number of buildings. Considering the
increasing number of PV installation, this solution is becoming problematic because it can lead to a lack
of stability and reliability of the grid supply. For this reason, the direct use of solar energy on-site is a
preferable solution. The use of heat pump units leads to an increase of solar energy self-consumption
and reduces the impact of the produced PV energy on the grid. Different solutions have been studied
to increase the self-consumption rate of the system, such as energy storage and control strategies to
match the building load to the solar availability [5,6]. Energy storage systems work collecting the solar
energy in the form of thermal or electric energy and releasing it when the system requires it. The use
of thermal storage brings several issues about energy losses, space availability and the decrease of
the heat pump system performance while increasing the temperature of the storage. Electric energy
storage can collect energy with lower losses and higher density, but the installation cost is an important
aspect to consider when evaluating the feasibility of the system [7]. For these reasons, the potential of
control strategies to increase the self-consumption of solar energy becomes very attractive to reduce
the need for electric energy storage. Several control strategies have been defined, such as direct-load
controls, load limiters and time-of-use pricing [8]. These strategies can be classified in two main
categories: rule-based controls (RB) and model predictive controls (MPC). In the first case, the control
system works using rule-based algorithms that regulate the system operation depending on certain
trigger parameters. MPCs require more advanced algorithms based on forecast models for weather
and/or electricity price. Some of these strategies, mainly rule-based controls, can be implemented in
the system using low-cost controllers, hence limiting the installation costs [9].

Heat pumps are characterized by a great potential for load flexibility and they are a promising
target for the application of different control strategies. Several authors analyzed the impact of different
control strategies for PV coupled heat pump systems. Different design approaches can be identified in
these studies, depending on the objective of the control strategy. For example, different objectives such
as peak-load shaving, energy cost reduction or self-consumption maximization imply different control
approaches, and the solutions might be contradictory [10]. Arteconi et al. [11] studied an air-source heat
pump system integrated with a thermal storage in the UK. A control strategy was implemented to shift
the heat pump operation out of the peak hours (from 16:00 to 19:00). The results showed no significant
reduction of energy consumption, but the benefit of shifting the heat pump operation was found
in a smaller operation cost. Salpakari et al. [12] investigated a control strategy for a ground-source
heat pump considering a case study in Finland. Two different strategies were developed towards
cost-optimal and self-consumption maximization solutions. The system was equipped with a thermal
storage, an electric battery and a number of shiftable loads (electric appliances). The results showed an
energy saving potential in the range of 13–25%. The use of load shifting was found less effective than
the use of battery storage. Dentel et al. [13] proposed a control strategy for a modulating ground-source
heat pump in a house complex in Germany. The heat pump (HP) operation was regulated depending
on the PV availability and thermal and electric storage were integrated in the system. The results show
an increase of self-consumption of 21%, decreasing the energy required from the grid by 13% and
reducing by 10% the use of the battery. Moreover, the peak loads required from the grid were reduced
by 24% using the proposed control strategy. The use of variable speed heat pump units is a promising
solution, because of higher performance levels at part-load operation [14,15]. Moreover, the heat pump
output can be modulated according to the solar energy availability to optimize self-consumption.

A number of studies showed the efficacy of exploiting the thermal inertia of the building to
increase the self-consumption of solar energy. The energy saving potential related to the thermal
inertia of high-efficiency buildings has been widely studied [16]. Nevertheless, a recent interest in
using thermal inertia actively as energy storage showed promising results. Bee et al. [9] defined a DSM
control strategy to store the PV surplus within the system thermal capacity and the building thermal
capacitance (a.k.a. virtual battery). In the study, the control strategy operated by varying the set-points
of the water tanks and the indoor air temperature during PV overproduction periods. The strategy was
able to increase the self-consumption of the system from 7% up to 60%. Toradmal et al. [17] assessed
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the effect of exploiting the thermal mass of the building and thermal storage to store a higher amount of
solar energy while minimizing the size of the battery and the costs of the system. The study considers
two cases, with a ground-source heat pump and an air-source heat pump. The results show a larger PV
energy utilization with increased room temperature variation interval. In this case, the heat pump is
characterized by a more flexible operation. With a 4 kWp PV plant the authors found a share of on-site
solar energy utilization of 47.9% for the ground-source HP and 49.5% for the air-source HP. For all the
PV sizes, the air-source heat pump reaches higher shares of solar energy, as it requires more energy
than the ground-source HP. In general, they found an increase of 15–25% of PV energy utilization
when the room temperature is allowed to change by ±0.5–2 ◦C. Sikder [18] investigated the use of
thermal inertia in a residential building to foster load shifting to reduce the energy cost. The system
was controlled in order to preheat the building during the day when PV was available, to decrease
the heating demand in the evening. Depending on the set-point temperature the systems was able to
reach different cost saving levels. Hewitt et al. [19] assessed that varying the indoor temperature by
±2 ◦C can ensure a 3-h storage of energy in a building in the UK. Psimopoulos et al. [20] presented a
control strategy that works increasing the set points of a selected part of the building (i.e., living room
and bathroom) up to 22 ◦C. The same study investigated the impact of boundary conditions on the
performance of the system, such as climate, occupancy and appliances. The authors focused on the
economic aspects. An overview of the most relevant analyzed studies can be found in Table 1.

Table 1. Previous studies on rule-based (RB) control strategies for heat pump coupled with photovoltaic
(PV) systems.

Reference HP (*) H C DHW TES Battery Virtual
Battery Climate Self-

Consumption
Cost

Savings

Arteconi et al. 2013
[11] A X X 1 X

Bee et al. 2018 [9] A-v X X X X X 1 X X
Dentel et al. 2017 [13] G-v X X X X X 1 X
Fischer et al. 2017 [21] A-v X X X 1 X X

Psimopoulos et al.
[20] A-v X X X X X 6 X

Salpakari et al. 2016
[12] G X X X X 1 X

Sikder
[18] X X X X 1 X

Toradmal et al. 2018
[17] A-G-v X X X X X 1 X

(*) heat pump type: A: air-source; G: ground-source; v: variable speed.

The table highlights the main features of the previous studies. A clear majority of studies focused
on the purpose of cost saving, considering space heating and domestic hot water applications. The
main part of them analyzed the system performance in relation to a single climatic condition. The
application of TES solutions is widespread, while the study of the use of building thermal mass as a
virtual battery is still limited, especially for cooling applications. A clear gap in literature was found
considering simultaneous heating and cooling production to understand the potential of the virtual
battery storage to improve the self-consumption of PV coupled heat pump systems. Moreover, in most
cases the impact of different climates on the results is not well defined.

This paper proposes a control strategy to control a modulating heat pump based on the actual
produced PV power. The heat pump is controlled by means of its compressor rotational speed, to
maximize the self-consumption of solar energy. The heat pump operates to provide space heating, space
cooling and domestic hot water to a single-family house. Different rule-based strategies are defined
and investigated, aiming to maximize the annual PV energy self-consumption. The maximization is
achieved with the use of thermal energy storage and building thermal inertia. The results are assessed
considering different boundary conditions (building characteristics and climates) and a comparison of
different cases is carried out to broaden the efficacy of the solutions.
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2. Materials and Methods

This paper studied the application of a rule-based (RB) control strategy (CS) that aims to maximize
the PV energy self-consumption in a residential single-family house. The system consists of a rooftop
PV system coupled with a modulating air-source heat pump providing space heating, space cooling
and domestic hot water to the building. The aim of the control strategy is to control the heat pump
operation in order to match the HP output to the instantaneous PV availability. The surplus of PV
power was used to run the heat pump and store the energy using two thermal tanks (one for space
heating and space cooling and one for DHW) and the thermal capacitance of the building, by changing
the air temperature set-points in the building zones. The case study was of a residential building located
in Bolzano, Northern Italy. The energy performance of the system was evaluated using the TRNSYS
simulation software. The simulations were run for the whole year, considering heating and cooling
loads, and other electrical loads of the house (water circulation, ventilation and air dehumidification).
The efficacy of the RB control was evaluated considering four different design approaches. In the
first two cases, the heat pump operated with priority to overheat either the space heating tank or the
domestic hot water tank in the winter period. During the summer, the heat pump worked alternately
to overheat the DHW tank or to overcool the space cooling tank. In the second two cases, the same
rules were applied, and in addition, the air temperature set-points were modified by ±2 ◦C to store
heat through the building thermal capacitance. Then, the efficacy of the CS was evaluated considering
different climatic conditions, different insulation and thermal inertia levels.

2.1. Test Case Building

The case study of this paper is a single two-story residential building located in Bolzano,
in Northern Italy. The building has a 140 m2 heated floor area and a ratio of heat dispersing surface
over conditioned volume (S/V) of 0.59. The heated volume of the building is divided in four thermal
zones, two for each floor of the building. Each floor is divided into two zones, one north and one south,
to consider the different effect of solar radiation entering the building. The building is characterized by
a well-insulated envelope. The characteristics of the envelope are described in the following section.

The building loads for heating and cooling are defined considering the test reference year (TRY) of
Bolzano and using the TRNSYS simulation software. The model of the building is created in TRNSYS
using the subroutine type 56. The DHW demand was estimated around 186 L per day, as defined
by the Italian technical specification [22], considering the hourly demand profile prescribed by the
European Standard [23]. The energy demand levels of the building are shown in Table 2.

Table 2. Building’s energy loads.

Energy Use Energy Load
(kWh·m−2 y−1)

Heating 18.8
Cooling 4.5

Domestic Hot Water 16.9

Total 40.2

2.2. Building HVAC System

The building HVAC system consists of an air-to-water heat pump, which provides space heating
(SH), space cooling (SC) and domestic hot water (DHW) to the building. A schematic of the system is
shown in Figure 1. The system was equipped with two separate tanks, one for SH and SC, and the other
one for DHW. The tank volume was 250 L for SH-SC and 150 L for DHW. The average tank heat loss
coefficient was 0.35 W m−2

·K−1, and the heat dispersing surfaces for the SH/SC and the DHW tank were
2.27 m2 and 1.67 m2 respectively. The heat pump was characterized by a variable speed compressor,
which is controlled depending on the operating conditions. For DHW production, the HP works at its
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maximum capacity During SH and SC operations, the compressor speed is proportionally controlled
depending on the difference between the inlet water temperature and the set-point temperature of the
SH–SC tank. The set-point temperature changed following an outside temperature reset (OTR) curve.
The OTR curve defines the set-point level depending on the outside air temperature. In the heating
mode, the set-point temperature of the SH tank varied from 40 to 20 ◦C for external air temperature
going from −5 to 20 ◦C respectively. In the cooling mode, the set-point varied from 26 to 12 ◦C for
an external air temperature going from 26 to 35 ◦C. The SH–SC tank is connected to the radiant floor
system, which provide heating and cooling to the four thermal zones of the building. A motorized
mixing valve ensures the adjustment of the supply temperature to the radiant panels. The water flow
in the radiant panels is controlled separately for each thermal zone, using four thermostats working to
maintain the indoor room temperature between 20 and 26 ◦C. The system works prioritizing the DHW
preparation, hence, during DHW demand periods, the set point in the SH/SC tank was not controlled.
The photovoltaic (PV) plant had a nominal power of 3.24 kWp, considering polycrystalline modules
had a total area of about 20 m2. The PV panels were installed south facing on the roof of the house
with a slope of 45◦. The overall DC/AC conversion efficiency of the inverter was 90%. The building
was provided with a mechanical ventilation system and a dehumidification unit, which works during
the cooling season to avoid the risk of condensation on the radiant floor panels.
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Figure 1. Heat pump and PV system schematic.

The building system was modeled using the software TRNSYS. A list of the main components of
the model is presented in Table 3.

Table 3. Main components of the TRNSYS model of the system.

Element TRNSYS Component

Modulating heat pump Type 250

Storage tank Type 60

Circulation pumps Type 114

Room thermostats Type 108

PV array Type 94

Regulator/inverter Type 48

The heat pump was modeled using the previously developed type 250 [24], which computes
the heat pump performance based on look-up tables (performance maps), hence, depending on the
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inlet air and outlet water temperatures. The tables are defined by the values of heating and electric
power of the HP working at different sink and source temperatures, based on manufacturer data. The
type represents an inverter-driven technology, and the HP is controlled varying the compressor speed,
acting on the frequency of the supply current. Type250′s control is based on the computation of the
capacity ratio (CR) and the COP correction factor (fCOP), where CR is redefined as the ratio of the
frequency over the nominal frequency, i.e., 50 Hz. Ultimately, the effective thermal power and the COP
level were computed.

2.3. Control Strategy

The heat pump operation is controlled using the compressor rotational speed input. The input
parameter is the frequency of the supplied power, which is regulated considering the difference
between the set-point temperature and the actual temperature in the SH/SC tank. During the DHW
production operation, the heat pump works at its maximum capacity. The model determines the
heat pump power absorption according to the inverter frequency (f), expressed as the percentage
of the total electric input (Yel%) based on the current operating conditions. The correlation between
the frequency and the electric input was defined simulating the heat pump operation working with
variable compressor speed at different sink and source temperatures according to the manufacturer
data. The simulation results show the f-Yel% correlation for the heat pump working under different
operating conditions, as shown in Figure 2.
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Figure 2. Percentage of the electric input for different HP compressor speed at different sink and source
temperatures (TW: water temperature, TA: air temperature).

The graph shows how the electric input slightly changed considering different operating
temperatures at high frequency levels. For the purpose of this study, the interpolation curve was
defined considering the highest values of Yel% (working temperatures 20–40 ◦C). The results of Figure 2
were interpolated to define the relation between frequency and electric input.

When an overproduction of PV energy is detected by the control system, the PV surplus at the
time step is expressed as percentage of the electric input Yel (Yel%,surplus), defined at the actual operation
temperatures. The optimal frequency for the heat pump operation under PV-surplus conditions (fsurplus)
is then evaluated by the equation (Equation (1)):

fsurplus = a0·Yel%,surplus
2 + a1·Yel%,surplus + a2 (1)

The coefficients a0, a1 and a2 are defined for heating and cooling operation, as shown in Table 4.
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Table 4. Coefficient of the f-Yel% equation for heating and cooling operation.

Heating Cooling

a0 −0.0042 0.0046
a1 1.3861 1.4803
a2 −1.3342 2.5593

The obtained value for the frequency was used as the input to control the HP compressor speed.
This frequency value allows one to run the HP at the maximum capacity covered by the PV availability.

2.4. System Simulation

The dynamic simulations of the building-system were performed using the software TRNSYS. The
simulations were run for the whole year, using a time step of 1 min. Five different cases were defined
and simulated. In the first case (standard control strategy), a standard HVAC control was applied to
the system. In this case, the PV power was used to directly cover the electric loads of the system and
any PV surplus was sent to the grid. In the other four cases, the optimal supply frequency defined in
the previous section was applied to the system to store the PV surplus as thermal energy exploiting
the thermal storage capacity of the system and the building thermal mass. The energy was stored by
running the heat pump during the PV overproduction periods, increasing the set point temperatures
of the two tanks used for SH-SC and DHW. During the PV overproduction, the OTR curve for the
SH-SC tank set-point was altered to reach a maximum temperature of 50 ◦C during the heating season,
and a minimum temperature of 7 ◦C during the cooling season (Figure 3).
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setpoint (heating mode (a) and cooling mode (b)) for the standard control and the RB control strategy.

The inlet temperature of the water flow in the radiant panels varied following the OTR curve
described before, depending on the external air temperature. A diverting and a mixing valve were
used to control and mix the return water flows from the radiant floor system with the water coming in
the tank, to maintain the temperature of the water circulating in the panels at the set-point level. The
DHW tank set-point was increased up to 60 ◦C. A mixing valve worked to maintain the DHW flow
at 45 ◦C, mixing the flow from the tank with cold water at 10 ◦C. The temperature was reached with
the use of the heat pump only, which adopted R134 refrigerant. No additional electric heaters were
considered for this study. Furthermore, the possibility of storing additional energy using the thermal
capacitance of the building was assessed modifying the room temperature set-point of ±2 ◦C. This
study analyzed four cases defined using different combinations of these strategies, as described below:
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• CS1: when a PV overproduction occurred, the SH-SC set-point for heating and cooling modes
were modified as described above. When the maximum set-point was reached, the set-point in
the DHW was modified consequently.

• CS1+: the set-point of the two tanks were modified in the same order of CS1, and at the same time
the room set-point of the four thermal zones was modified by ±2 ◦C.

• CS2: the DHW tank set-point was firstly increased. The SH-SC was modified when the DHW
maximum set-point was reached.

• CS2+: the control strategy was the same as CS2, together with the increase of the room set-point
of ±2 ◦C.

As reference, a schematic of the control algorithms for the CS2+ is shown in Figure 4.
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The results are expressed by means of annual grid consumption, defined as the amount of energy,
which was purchased from the grid over the year, and the self-consumption rate, calculated as the
ratio between the self-consumed energy and the total PV production, as in Equation (2)

SC% =
Sel f − consumption[kWh]

PVproduction[kWh]
(2)
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2.5. Boundary Conditions

To assess the efficacy and broaden the result validity of the proposed CS, the simulations were
performed considering different boundary conditions. The analysis investigates the impact of different
climates, different insulation levels of the building and different building inertia.

2.5.1. Climatic Conditions

In the base case, the study considers the climate data of the test reference year (TRY) of Bolzano,
in Northern Italy. In addition, the TRY data of four additional Italian cities were considered, namely
Trento, Trieste, Milan and Rome. The location of the five cities is shown in Figure 5.
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The mean monthly temperature and total monthly solar radiation for the different climates are
shown in Figures 6 and 7.
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The cities were selected as a representative test bench considering the different levels of
temperatures and solar irradiation over the year. Bolzano is characterized by low temperatures
and high solar radiation levels, mostly during the winter period. Trieste has high average temperatures
and a low amount of solar radiation during the wintertime. Milan is characterized by medium-low
levels of both temperature and solar radiation. Rome has high average temperatures and high levels of
solar radiation all year around. In the end, Trento is characterized by low temperatures and a low level
of solar radiation. The energy demand for heating, cooling and DHW of the buildings for the different
climates was calculated and the results are summarized in Table 5.
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Table 5. Building energy demand for the different climate boundary conditions.

SH
(kWh m−2

y−1)
SH Share

SC
(kWh m−2

y−1)
SC Share

DHW
(kWh m−2

y−1)

DHW
Share

Total
(kWh m−2

y−1)

Rome 6.20 12% 28.20 55% 16.90 33% 51.30
Bolzano 16.95 38% 11.17 25% 16.90 38% 45.02
Trieste 14.95 30% 18.12 36% 16.90 34% 49.97
Milan 23.95 41% 17.43 30% 16.90 29% 58.28
Trento 36.43 60% 7.81 13% 16.90 28% 61.14

2.5.2. Building Insulation Level

Firstly, the CS was analyzed considering a well-insulated building. Additionally, the same control
strategy was investigated for a medium-insulated building. The insulation layers of the walls of the
medium-insulated building is defined so that the U-values of the envelope satisfy the limits defined by
the Italian law [25]. The U-values of the two buildings are listed in Table A1 of Appendix A.

The heating and cooling loads were calculated for the two buildings considering the climate of
Bolzano, as shown in Table 6.

Table 6. Building energy loads for the two insulation scenarios in Bolzano.

Heating
(kWh m−2

y−1)

Heating
Share

Cooling
(kWh m−2

y−1)

Cooling
Share

DHW
(kWh m−2

y−1)

DHW
Share

Total
(kWh m−2

y−1)

Highly
insulated 16.95 38% 11.17 25% 16.90 38% 45.02

Medium
insulated 49.01 68% 6.55 9% 16.90 23% 72.46

The fraction of different energy use on the total energy demand varied between the two insulation
scenario cases, since the heating seems to be mainly sensitive to the insulation level.

2.5.3. Building Inertia

Since the CS proposed in this study aimed to exploit the thermal inertia of the building to store
the surplus of solar energy, the effect of variable thermal inertia of the building envelope was also
investigated. For this purpose, three different thermal inertia levels for the reference building were
hypothesized and modeled in TRNSYS. The reference building as described above was considered
as a standard solution, which was designed based on the typical Italian masonry construction type.
Then, the thermal mass of external walls, roof, ceiling and ground floor was increased in one case



Energies 2020, 13, 6282 11 of 21

and decreased in another case, in order to maintain the U-value of the elements unmodified from the
reference case. The composition of the constructions systems for the three cases is summarized in
Table A2 of Appendix A.

3. Results

3.1. Base Case

The energy performance of the system was evaluated for the standard control strategy and the
four CS solutions. The potential energy reduction achievable through the use of the different CS
was evaluated in terms of grid consumption reduction, in comparison to the standard HVAC control
strategy. In a first analysis, the annual system operation was simulated considering a highly insulated
building with a medium inertia level in the climate of Bolzano, Northern Italy. The monthly amount of
energy purchased from the grid for the system with the standard control strategy is shown in Figure 8.
Additionally, the figure shows the monthly percent reduction (i.e., positive values) of grid energy
consumption for the four control strategies.
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The results show the level of reduction of energy purchased from the grid in relation to the
different CS strategies. Comparing CS1 and CS2, the results show that giving the priority to the DHW
tank overheating led to higher energy reduction levels, mainly during summer and in the end of the
heating season. The same consideration was true if comparing CS1+ and CS2+. When comparing
the results of CS1+ and CS2+ to the results of CS1 and CS2 respectively, the results show that the
activation of the thermal inertia of the building had a limited benefit during the winter months, and it
was unfavorable during the middle seasons. However, the exploitation of the building inertia was
highly effective in the summer period. The results show that the system was able to store additional
energy and reduce the purchase of electricity from the grid.

The levels of self-consumption and the annual energy consumption from the grid for the different
control strategies are shown in Figure 9.

The annual energy consumption from the grid for the standard control strategy was about 14.67
kWh·m−2

·y−1. The levels of achievable energy reduction were 9%, 3%, 12% and 17% applying CS1,
CS1+, CS2 and CS2+ respectively. The application of CS1+ led to the higher level of self-consumption
(+35%). Nonetheless, considering the amount of energy purchased from the grid, the CS2+ resulted in
the best solution. With this control strategy, the increase of self-consumption was about 22%.
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Figure 9. Self-consumption and total annual grid consumption for the standard control strategy and
the proposed control strategies.

Figure 10 shows the building loads and the PV production for three reference weeks during winter,
spring and summer. The graphs represent the standard control case on the left, and the CS2+ on the
right. Considering the January 15th–21st period, the control strategy was able to increase the amount of
self-consumed energy, storing the solar energy during the day and slightly reducing the loads during
the evening and the night. During the middle season—April 15th–21st—the control strategy allowed
one to reduce the load peaks relative to DHW production that occur during the evening. The same
consideration was valid for the summer period.
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The share of self-consumption over the whole year is presented for the CS2+ and the standard
control case in Figure 11.Energies 2020, 13, x FOR PEER REVIEW 14 of 21 
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Figure 11. Total energy consumption and self-consumption share over the year for the standard control
strategy (left) and the CS2+ (right).

The control strategy led to an increase of the total loads during the year, but, at the same time, it
increased considerably the share of load covered by solar energy self-consumption.

Lastly, Figure 12 shows the frequency distribution of the grid demand magnitude of the system
throughout the whole year. The graph shows that the control strategy, which is designed to increase
the self-consumption, was able to reduce the demand peak load periods by 4% increasing instead the
frequency of smaller grid withdrawals, with benefit on the grid stability.
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Figure 12. Frequency distribution of the grid demand magnitude (MJ·h−1) of the system throughout
the year for the standard control and the CS2+.

3.2. Climatic Conditions

The simulations are run considering different climatic conditions to estimate the impact of the
weather on the effectiveness of the control strategies. Additionally, there were different shares between
the energy end uses for different climates. The effect of changing the climate boundary conditions was
evaluated for all the proposed control strategies. The results are shown in Figure 13.
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Figure 13. Annual percentage reduction of grid consumption (positive values) for the different CSs
under different climatic conditions.

The results show that the CS can reduce the grid energy consumption considering all the analyzed
climates. The maximum energy reduction found for the climate of Bolzano was 17%. Similar results
were found considering the climate of Trieste (maximum reduction of 17%). A maximum reduction
of about 14% was found for Milan. The highest energy reduction rate was found for the climate of
Rome (22%), which is the city with the highest level of solar radiation. In all the analyzed cases, the
most effective solution was CS2+, which means that prioritizing the DHW tank overheating was
advantageous for all the climatic conditions. Comparing CS1 and CS2 in the different climates, it is
noticeable that CS2 became more effective for climates with a lower share of space heating. In other
words, prioritizing the DHW tank overheating over the SH/SC shows similar results for cold climates
(i.e., Trento), and it led to large benefits for warm climates (i.e., Rome). Moreover, the increase of energy
reduction passing from CS2 and CS2+ was similar for all the cases (5–8%).

Figure 14 shows the correlation between the SCratio and the grid-consumption of the different
proposed strategies under different climatic conditions.
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Figure 14. Self-consumption and grid consumption correlation for the different control strategies under
different climatic conditions.

The graph shows that the CS1+ was the solution that brings to higher levels of self-consumption
but higher grid consumption in comparison to CS2+, which was characterized by lower
self-consumption rates.

3.3. Building Insulation Level

The results obtained considering a lower level of insulation for the building envelope are shown
in Figure 15. The results were similar to the high-insulated case, achieving a maximum reduction of
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grid consumption of 15%. The main difference was seen for the CS1+, which became more beneficial,
considering the highest share of space heating in the total energy demand.
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As expected, prioritizing the production of DHW without activating the thermal mass of the building 
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thermal mass activation, this solution seemed to be not beneficial in the case of the building with low 
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Figure 15. CS efficacy for different climate boundary conditions for the medium-insulated
building scenario.

As for the well-insulated case, the control strategy was able to reduce the high load demand
from the grid, increasing the low peak loads (Figure 16). Nonetheless, the biggest reductions were for
intermediate powers (i.e., 4000–7000 kJ/h) and not for peak powers.
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Figure 16. Frequency distribution of the grid demand magnitude (MJ/h) of the system throughout the
year for the standard control and the CS2+.

3.4. Building Inertia

The effect of varying the thermal inertia of the building is shown in Figure 17. Considering the
standard control strategy, the energy consumption of the HP system decreased as the thermal inertia of
the building increased, varying from 15.02 (low inertia) to 13.72 kWh·m−2 y−1 (high inertia). In all
cases, significant energy reduction levels were achievable with the application of the CS. The choice of
prioritizing the DHW tank overheating resulted in being more advantageous for all the cases (CS2 and
CS2+). The application of CS2 led a constant energy reduction around 11–12% for all three cases. As
expected, prioritizing the production of DHW without activating the thermal mass of the building
minimized the impact of the inertia level over the efficacy of the control strategy. Looking at the
thermal mass activation, this solution seemed to be not beneficial in the case of the building with low
inertia. In this case, the low inertia level did not allow to store heat in the building effectively. The
maximum profitability level of the thermal mass activation was found for the medium-inertia case,
where an increase of 5% was reported. For the high inertia case the increase of energy reduction was
slightly lower (4%). Moreover, for the high inertia case the efficacy of all the different control strategies
was attenuated, which could be related to the lower energy demand of the building. The maximum



Energies 2020, 13, 6282 16 of 21

energy reduction achievable with the CS2+ for the low inertia and the high inertia cases were 11% and
16%.
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Figure 18 shows the correlation between the self-consumption and the grid consumption levels
for the proposed strategies in relation to the buildings with different inertia. For all cases, the building
with low inertia presents higher self-consumption rates, but higher grid consumption. A linear increase
of both self-consumption and grid consumption with the decrease of the thermal mass of the building
can be identified in the graph. Moreover, a linear trend can be identified for the cases with and without
thermal mass activation, regardless of the inertia level of the building and the choice of prioritizing
either DHW or SH/SC.
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Figure 18. Self-consumption and grid consumption correlation considering different inertia levels: low
inertia (triangles), medium inertia (squares) and high inertia (circles).

The graph highlights the percent increase of self-consumption in relation to the different control
strategies. Considering cases with the same level of grid consumption, an increase of self-consumption
in the range of 16–20% can be achieved with the proposed RB control strategy in comparison to a
standard control strategy. Moreover, an additional increase in between 17% and 20% can be reached
with the activation of the building thermal mass.
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4. Discussions

Modulating heat pumps have a great potential in increasing the PV self-consumption potential,
thus decreasing the carbon footprint of residential buildings. The proper application of control strategies
is fundamental and needs further improvements. This study shows the efficacy of a rule-based RB
control strategy, considering a single residential building with different boundary conditions. Different
studies analyzed the application of RB control strategies, pointing out the greater potential of model
predictive control (MPC) over RB strategies [21,26]. MPC can lead further improvement to the system
operation, but requires higher investments and complex predictive and optimizing models. Therefore,
RB controls become competitive solutions when taking in consideration economic aspects and the
applicability in the residential sector. Moreover, in most cases, the studies compare the efficacy of the
MPC with a poorly designed controller as a reference. This situation might lead to an overestimation
of the MCP benefits, and the potential of efficient and well-designed RBCs is arguable [21].

A wide spread of simple but efficient control strategies can be an effective solution to reduce the
impact of residential building use on the environment. Currently, RB controls can be implemented
with no additional cost into modern controllers of heat pump units, which already have internet
connectivity. The spread of heat pump installation in Europe is almost constantly increasing [27]
with a drop of prices, which makes the technology largely affordable. At the same time, the price for
residential PV installations is decreasing. Increasing the self-consumption share of the system ensures
lower operation costs and shorter payback periods.

The results of this study show the energy saving potential of a RB control strategy in comparison
to a standard control strategy for a modulating HP coupled with 3.24 kWp PV plant. The control
strategy is based on the possibility of the heat pump to work at different capacity levels, maximizing
the self-consumption of solar energy. The PV surplus is stored as thermal energy within the system
and into the building thermal mass, avoiding the use of electric batteries. The system works to provide
space heating, space cooling and DHW, so that the system can exploit its flexibility along the whole
year. Four different control strategies are defined by varying the control algorithm to prioritize either
the DHW or SH/SC production, and activating the building thermal mass. The proposed control
strategies are able to increase the self-consumption up to 70%. Nonetheless, the CS that assures the
highest levels of self-consumption are not the same that minimize the energy demand from the grid.
The grid energy demand is reduced in the range of 11–22%, depending on the climate and the building
characteristics. Moreover, the control strategy is able to reduce the peak load demand from the grid.
These values are promising results in the CS scenario, proving the capacity of properly designed RB
controls to improve the system performance and reduce the yearly energy demand of the system
without the use of electric batteries. Considering these results, the application of RB controls becomes
strategic to limit the installation cost and the environmental impact of the system, by reducing the
need of additional components.

5. Conclusions

The paper presented a control strategy to increase the PV self-consumption of a modulating
air-source heat pump supplying heating and cooling for a residential building. The proposed control
strategy was based on a simple RB algorithm that can be implemented in the system with low-cost
controllers, without affecting the installation cost of the system. Starting from a standard HVAC control
strategy, the CS was defined to store the PV surplus as thermal energy exploiting two water tanks
and the thermal capacitance of the building. The results show how the CS was effective to increase
the self-consumption of PV energy of the system. Moreover, the CS was able to reduce the energy
consumption from the grid and to reduce the high peak demand periods. The activation of the thermal
inertia of the building to increase the self-consumption of the system during heating and cooling
operation resulted in a feasible solution and leads to a reduction of energy consumption. Specifically,
the thermal mass activation was beneficial during the winter and summer periods, but it resulted in
being disadvantageous during the middle season months. The benefit of the thermal mass activation in
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term of reduction of grid purchase was reduced for buildings with low thermal inertia, even if higher
levels of self-consumption were achievable for this case. Considering solutions with the same level
of grid consumption, the thermal mass activation was able to increase the self-consumption rate in
between 33% and 40%, in comparison to the standard control strategy.

For the reference case of Bolzano, the maximum reduction of the grid consumption was 17% and
an increase of self-consumption of 22%, in comparison to a standard control strategy. The best control
strategy was found by prioritizing the DHW tank overheating. Moreover, the control strategy was
able to shave the periods of peak load demand from the grid, increasing the frequency of smaller grid
withdrawals, thus enhancing the stability of the grid. For a medium-insulated building, higher power
exchanges were required from the grid. The CS reduced the peaks at intermediate power exchanges,
and not at peak power.

Considering different climatic conditions, highest levels of energy reduction were found for the
climate of Rome (22%). The lowest energy reduction levels were found for the climate of Milan and
Trento, (14% and 15%), which were characterized by low solar radiation and low temperature levels.

The results show the feasibility of the proposed RB control strategy to increase the rate of PV
energy self-consumption of the system without the need of electric storage. At the same time, the CS
was able to reduce the grid consumption and to stabilize the grid by reducing the peak load demand.
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Nomenclature

COP Coefficient of Performance
CS Control Strategy
DHW Domestic Hot water
EER Energy Efficiency Ratio
HP Heat Pump
HVAC Heating, Ventilation, and Air Conditioning
PV Photovoltaic
MPC Model Predictive Control
NZEB Net Zero Energy Building
OTR Outside Temperature Reset
PV Photovoltaic
RB Rule Based
SC Space Cooling
SH Space Heating
TRY Test Reference Year

Appendix A

The characteristics of the building, which were used to define the different cases for the simulations of this
study, are summarized in this appendix.

The U-values of the two different insulation levels of the building are summarized in the table:
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Table A1. U-values of the envelope elements for the two insulation scenarios of the reference building.

Element U-Value U-Value

High-Insulated Medium-Insulated
(W m−2 K−1) (W m−2 K−1)

Wall 0.18 0.25
Ground floor 0.18 0.26

Roof 0.17 0.24
Window 0.86 1.27
Ceiling 0.20 0.38

The composition of the construction for the three different inertia cases of the building are presented in
the table:

Table A2. Layers of the construction systems for the three inertia scenarios of the building.

Element Inertia Level Layers (Internal-External)

External wall
Standard Internal plaster 2 cm, hollow brick 25 cm, insulation 20 cm, brick 12 cm

High Internal plaster 2 cm, hollow brick 50 cm, insulation 18 cm, brick 12 cm

Low Internal plaster 2 cm, insulation 21 cm, external plaster 4 cm

Ceiling
Standard Flooring 2 cm, cement mortar 3 cm, concrete slab (*) 15 cm, insulation 12

cm, brick-concrete slab 26 cm, internal plaster 1 cm

High Flooring 2 cm, cement mortar 3 cm, concrete slab (*) 25 cm, insulation 10
cm, brick-concrete slab 26 cm, internal plaster 1 cm

Low Flooring 2 cm, cement mortar 3 cm, concrete slab (*) 8 cm, insulation 12
cm, wood plank 5 cm, internal plaster 1 cm

Ground floor
Standard Flooring 2 cm, cement mortar 3 cm, concrete slab (*) 15 cm, insulation 15

cm, concrete slab 10 cm, gravel 20 cm

High Flooring 2 cm, cement mortar 3 cm, concrete slab (*) 25 cm, insulation 14
cm, concrete slab 10 cm, gravel 20 cm

Low Flooring 2 cm, cement mortar 3 cm, concrete slab (*) 8 cm, insulation 15
cm, concrete slab 10 cm, gravel 20 cm

Ceiling
Standard Internal plaster 2 cm, brick-concrete slab 26 cm, insulation 20 cm, roof

tile 1.5 cm

High Internal plaster 2 cm, brick-concrete slab 50 cm, insulation 20 cm, roof
tile 1.5 cm

Low Internal plaster 2 cm, wood plank 5 cm, insulation 20 cm, roof tile 1.5 cm

(*) radiant panel.
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