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Abstract: This paper addresses the optimization of the compensation networks of a wireless power
transfer system. Optimization is performed by means of a genetic algorithm that looks for the
reactances of the elements of the compensation networks that maximize the power transfer efficiency
and the power transferred to the load. In addition, the algorithm selects the solutions that are less
sensitive to the difference between the theoretical and actual reactances. The last part of the paper
describes the prototypal setup used for the tests and supports the theoretical findings by reporting
experimental results.
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1. Introduction

Electrical vehicles require the periodic recharge of their on-board battery [1]. In general, recharging
begins when a cable from a power station is plugged into the socket of the vehicle. One alternative
solution for electrical vehicles is wireless recharging obtained by means of induction based on the
Faraday–Neumann law [2]. This solution is realized by means of two coils: the pickup is placed under
the chassis of the car and the transmitting coil is located in the soil of the parking lot. When the coils are
aligned by correct parking of the car, power transfer is performed by supplying the ground coil using a
high frequency inverter (HFI) and conditioning the voltage induced across the pickup using a high
frequency diode rectifier (HFDR). The rectifier is followed by a DC/DC converter (DC-DC) that charges
the battery by adjusting the current injected in the battery according to its terminal voltage, following the
charge profiles defined by the battery manufacturer. These devices are referred to as inductive wireless
power transfer systems (WPTSs) [3,4]. A WPTS can be decomposed into three sections: the input
section comprises a grid rectifier (GR) followed by the HFI and supplies the transmitting coil; the output
section is formed by the HFDR and DC-DC, and by the vehicle battery; the coupling section is formed
by the transmitting coil, the pickup, and the relevant compensation networks (CNs), whose automatic
optimization constitutes the topic of this paper.

The CNs play a fundamental role in determining the overall performance of the WPTS from the
perspectives of both the power transfer efficiency, which is mostly affected by the pickup side CN,
and the sizing of the HFI, which is mostly affected by the transmitting side CN [5]. Each CN is
constructed from one or more reactive elements whose reciprocal connections have a strong effect
on the overall system performance, and characterize the different topologies of CNs described and
analyzed in the literature. Following the selection of the CN’s topology, the conventional design
method determines the values of the CN’s elements by inverting the mathematical system of equations
that relate the CN’s reactances to the WPTS performance [6]. This operation is difficult when complex
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CN topologies are considered, unless simplifying hypotheses are introduced to solve the system
of equations. To face this problem, in [6] an automated method for sizing CNs with a T-topology
was presented; however, this paper reports only simulation results to support its findings.

Another shortcoming of the analytical approach to CN design is its focus on finding the solution
to a specific design problem, which is fixed when the required performance of the WPTS is given.
Consequently, the system designer is not aware of the full potential of the system he is investigating,
which could, for example, deliver more power if efficiency requirements were slightly relaxed.
Generally speaking, automatic optimization methods undertake a form of reversal of the problem set
out above. The optimization methods provide a number of optimal solutions and allow the designer
of the WPT system to choose the one that best suits his needs; for example, it is not necessary to
supply the precise values of the maximum transferred power or of the minimum required efficiency
as inputs to the algorithm that implements the selected optimization method, rather it is sufficient
to supply it with a description of the topology of the compensation networks. The optimization
algorithm explores the full potentiality of the considered system so that if none of the optimal solutions
is capable of transferring the required power, this performance is beyond the possibility of the system.
This conclusion also holds for the efficiency. All of the solutions found by the optimization algorithms
are optimal because they characterize a system in which it is not possible to further enhance one of the
system’s features without degrading another.

In contrast to [6], in which only two features of the WPTS are optimized, the algorithm proposed in
the current paper simultaneously optimizes three features: power transfer efficiency, transferred power,
and sensitivity of the considered solution to the variation of the reactances of the CN’s elements with
respect to the designed elements. Sensitivity is not directly related to WPTS system performance,
but must be considered because the reactances of the CN’s elements are inevitably affected by the
production tolerances of the capacitors and inductors used to realize them.

The focus of the current paper is the description of an innovative methodological strategy based
on a popular genetic optimization algorithm [7] modified to improve the Pareto front [8]. This strategy
is proposed to be used generally in the field of power circuit sizing. A case study is considered of
CNs with the well-known series–series (SS) compensation topology, each of which is formed by a
capacitor connected in series with the relevant coil. This arrangement was selected because it has been
comprehensively analyzed in the literature [9–11] and because it aids the experimental verification of
the obtained results in the available WPTS prototype. The performance obtained with resonant SS CNs
is used as a reference for the performance obtained using the optimized CNs. The same optimization
algorithm can also be used for significantly more complex CNs; for example, in [6,12] it was applied to
CNs having a T-topology, encompassing a total of six reactances. In this case, a Pareto front was also
obtained and the CNs pertaining to the front exhibited the expected performance.

This paper is organized as follows: Section 2 describes the architecture of the WPTS considered
as a case study and provides insight into the CNs that will be optimized, describing the features
obtained when they are designed using the conventional approach. Moreover, it describes two types
of optimization algorithms. Section 3 reports and compares the results obtained by applying the
algorithms to the sizing of the CNs; finally, it illustrates the experimental setup and the results of the
experiments performed to check the optimized sizing solutions. Section 4 concludes the paper.

2. Materials and Methods

2.1. WPTS Architecture

The architecture of a generic WPTS is shown in Figure 1, in which the three sections are delimited
by dashed boxes. In the figure and following discussion, lower case letters are used to denote
alternate quantities, upper case letters refer to constant or nearly constant quantities, or to the peak
amplitude of alternate quantities, and capital letters with a superscript bar denote phasors.
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Figure 1. Circuital scheme of a wireless power transfer systems (WPTS). 

The nominal frequency of the voltage vs at the output of the HFI is fixed at 85 kHz by the Society 

of Automotive Engineers (SAE) document J 2954 [13] and can range in the interval [79 kHz, 90 kHz]. 

The HFI is usually controlled with the phase shift technique and generates a three-level square wave 

voltage; nevertheless, in most cases both it and ipu are nearly sinusoidal because the CNs in 

combination with the inductance of the coupled coils exert a filtering action on the current harmonics. 

Consequently, the transferred power is unaffected by the higher order voltage harmonics applied 

across the coil’s terminals. Hence, given the linear behavior of the CNs, it is common practice to study 

the WPTS behavior considering only the first harmonic of vs. 

The presence of the HFDR as the first stage of the output section entails that the average power 

absorbed by the latter stage in one period of vs is purely active. For this reason, the cascade of the 

HFDR, the DC-DC, and the vehicle battery can be represented by an equivalent resistor RL. The 

expression of RL is first determined by defining the equivalent resistance of the battery as: 

𝑅𝐵 ≜
𝑉𝐵

𝐼𝐵

 (1) 

During the charging process, VB increases by some tenths of its initial value, whereas IB decreases 

from the maximum initial value to a small fraction of it. As a consequence, depending on the battery 

characteristics, RB ranges in a wide interval which, in the prototype used for the experiments and 

described in Section 6, extends from a few Ω to few hundreds of Ω [10]. Neglecting the losses in the 

DC-DC converter, the equivalent resistance seen at its input is: 

𝑅𝑑𝑐 ≜
𝑉𝑑𝑐

𝐼𝑑𝑐

=
𝑉𝑑𝑐

2

𝑉𝐵
2 𝑅𝐵 (2) 

In contrast to RB, which depends on the state of charge of the battery, Rdc can be controlled to 

some extent, because it is proportional to RB, with a ratio that can be adjusted by selecting a suitable 

value of Vdc. During the constant current mode of the battery charging process, if Vdc is kept constant, 

RB increases with VB while Rdc decreases; once VB reaches the full charge value, the charging process 

continues with the constant voltage mode and RB increases substantially while IB decreases to a small 

fraction of its nominal charging value. In addition, Rdc increases proportionally to RB. 

Under the hypothesis of ir being sinusoidal and Vdc constant or slowly variable, and neglecting 

the voltage drop across the HFDR components, the current Idc at the input of the DC-DC is the average 

component of a rectified sinusoid having amplitude ir and the voltage vr at its input is a square wave 

having amplitude Vdc. 

From these last considerations, the equivalent resistance seen at the input of the rectifier, which 

constitutes the equivalent load of the coupled coils, is: 

Figure 1. Circuital scheme of a wireless power transfer systems (WPTS).

The nominal frequency of the voltage vs at the output of the HFI is fixed at 85 kHz by the Society
of Automotive Engineers (SAE) document J 2954 [13] and can range in the interval [79 kHz, 90 kHz].
The HFI is usually controlled with the phase shift technique and generates a three-level square
wave voltage; nevertheless, in most cases both it and ipu are nearly sinusoidal because the CNs in
combination with the inductance of the coupled coils exert a filtering action on the current harmonics.
Consequently, the transferred power is unaffected by the higher order voltage harmonics applied
across the coil’s terminals. Hence, given the linear behavior of the CNs, it is common practice to study
the WPTS behavior considering only the first harmonic of vs.

The presence of the HFDR as the first stage of the output section entails that the average power
absorbed by the latter stage in one period of vs is purely active. For this reason, the cascade of the HFDR,
the DC-DC, and the vehicle battery can be represented by an equivalent resistor RL. The expression of
RL is first determined by defining the equivalent resistance of the battery as:

RB ,
VB

IB
(1)

During the charging process, VB increases by some tenths of its initial value, whereas IB decreases
from the maximum initial value to a small fraction of it. As a consequence, depending on the
battery characteristics, RB ranges in a wide interval which, in the prototype used for the experiments
and described in Section 3.2, extends from a few Ω to few hundreds of Ω [10]. Neglecting the losses in
the DC-DC converter, the equivalent resistance seen at its input is:

Rdc ,
Vdc
Idc

=
V2

dc

V2
B

RB (2)

In contrast to RB, which depends on the state of charge of the battery, Rdc can be controlled to
some extent, because it is proportional to RB, with a ratio that can be adjusted by selecting a suitable
value of Vdc. During the constant current mode of the battery charging process, if Vdc is kept constant,
RB increases with VB while Rdc decreases; once VB reaches the full charge value, the charging process
continues with the constant voltage mode and RB increases substantially while IB decreases to a small
fraction of its nominal charging value. In addition, Rdc increases proportionally to RB.

Under the hypothesis of ir being sinusoidal and Vdc constant or slowly variable, and neglecting
the voltage drop across the HFDR components, the current Idc at the input of the DC-DC is the average
component of a rectified sinusoid having amplitude ir and the voltage vr at its input is a square wave
having amplitude Vdc.

From these last considerations, the equivalent resistance seen at the input of the rectifier,
which constitutes the equivalent load of the coupled coils, is:

RL ,
Vr

Ir
=

8
π2 Rdc =

8
π2

V2
dc

V2
B

RB (3)
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Like in the case of Rdc, RL can be adjusted by properly designing the voltage of the DC bus at the
input of the DC-DC converter.

2.2. Compensation Networks

Following from the previous discussion, the scheme of a WPTS can be simplified as shown
in Figure 2 in which the output of the WPTS is connected to the equivalent load resistance at the
terminals Apu and Bpu, and to the voltage supply at the terminals At and Bt. In addition to their
self-inductances Lt and Lpu, the coupled coils are modelled by their mutual inductance M and by their
parasitic resistances Rt and Rpu.
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Figure 2. Circuit scheme of the coupling section of a WPTS.

The compensation network CNt is inserted between the voltage supply and the transmitting coil,
and the CN denoted CNpu is connected between the pickup coil and the equivalent load.
With SS compensation, both CNt and CNpu have the simple scheme shown in Figure 3; usually they
work in a resonance condition so that the capacitances Ct and Cpu are sized according to:

Ct =
1

ω2Lt
, Cpu =

1
ω2Lpu

. (4)
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Figure 3. Example of a Series–Series (SS) compensation network.

These CNs perform a strong bandpass action and, as stated in Section 2.1, only the first harmonic
of vs can be considered in the theoretical analysis. There is no guarantee that all CNs designed
automatically by the proposed procedure will enforce some kind of resonance; for this reason,
as described in the next Section, in the automatic design procedure only the CNs with an overall
bandpass action will be selected. This condition allows vs to be considered as sinusoidal in computing
the objective functions.

2.3. Optimization Algorithm

The aim of this paper is to describe an automated tool for the design of CNs in which more
objective functions are simultaneously improved, as shown in [6,12]. The optimization algorithm
used in the design of the CNs searches for design variable sets, constituted by the reactances of the
compensation networks, that minimize two objective functions related to the WPTS efficiency and
to the power transmitted to the load. A third objective function is also minimized that is related
to the sensitivity to the design variables themselves, as shown in [14]. Sensitivity is evaluated on
the objective functions and is a test for the solution robustness. Thus, a three-objective function
problem is generated, comprising two main objectives and a secondary objective, so that a Pareto front
of non-dominated solutions is obtained. Moreover, the improved solutions are checked to discard
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non-practical solutions with low impedance at high frequency that would lead to the circulation in the
CNs of currents with high harmonic order. The case study considers the simplest CNs, formed by a
series connected reactance, and the optimization algorithm then incorporates two design variables and
three objective functions.

2.3.1. NSGA-II Algorithm

The optimization algorithm belongs to a class of genetic algorithm. It is a modification of the
classical non-dominated-sorting genetic algorithm (NSGA-II) [7,15,16], including the migration concept
(M-NSGA), proposed in [17]. In this paper the improved version is used. In the NSGA-II algorithm
a population of N father individuals generates up to N sons which, after a selection step, produce
a new population of N individuals. In the M-NSGA version [8,17], a new population formed by a
variable number of individuals ranging from 5 to N immigrates after the generation step, so improved
individuals can modify the genetic heritage of the original population. In the new version of the
M-NSGA algorithm, migration parents-NSGA (MP-NSGA) [18], the immigration occurs before the
generation step, so the genetic heritage of the new population can affect the generation of new
individuals. Moreover, in this case the size of the immigrated population is variable between 5 and N/2.
The differences between the original and the new version of M-NSGA are schematized in Figure 4.
In both cases, the initial population is formed by a random set of N individuals of reactances related to
the compensation network circuit [6,12].
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Figure 4. Optimization flow chart (left) Migration Non-Dominated-Sorting Genetic Algorithm (M-NSGA)
and (right) Migration Parents-NSGA (MP-NSGA).

In the CN topology considered, two unknown variables exist in each individual extracted from a
uniform distribution defined in the range [Xmin, Xmax]. In this case, the boundaries of this interval are
set to one order of magnitude higher than the resonating reactance, allowing the design variables to
take both positive and negative values.

The new generation is obtained by applying the genetic operator to the parent population of
the previous step: in general, for a pair of individuals, one or two sons are generated by means of
cross-over genetic rules [8]; the new generation is the result of the selection of the individuals that best
fit with a selection criterion, i.e., the one that minimizes the objective functions. The algorithm stops
after a fixed number of generations.
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2.3.2. Objective Functions

Because vs is hypothesized to be sinusoidal, it is possible to redraw the scheme of Figure 2 in
the form of Figure 5, in which the phasors of the quantities involved in the operation of the WPTS
are considered.
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Figure 5. WPTS with SS topology.

The computation of the efficiency η and of the transferred power PL is performed at each step of
the optimization algorithm and starts by finding the impedance

.
Zpu, i.e., the equivalent impedance

seen by the voltage source constituted by the induced voltage Vpu.

.
Zpu ,

Vpu

Ipu
(5)

As shown in Figure 5,
.
Zpu depends on the optimized value of Cpu; on Lpu, Rpu, and RL, which are the

given parameters of the WPTS; and on the supply angular frequency ω, which is equal to 2π f rad s−1,
f = 85 kHz. Then, the reflected impedance

.
Zre f is determined; its expression does not depend on the

topology of the CNs, but is a function of
.
Zpu, M, and ω according to:

.
Zre f ,

Vt

It
=
ω2M2

.
Zpu

, (6)

obtained from Equation (5) and:

Vpu = − jωMIt, Vt = jωMIpu, (7)

which relate the voltages and currents of the transmitting coil and of the pickup. Finally, the impedance
.
Zs seen by the voltage supply is computed using

.
Zre f , the optimize design variable Ct, and the given

parameters Lt and Rt.
In deriving η and PL, the magnitude of Vs is conveniently set to 1 V, so that the reciprocal of

.
Zs

corresponds to the supply current Is. In the considered case study, which has a series compensation,
Is coincides with the current It flowing in the transmitting coil. From the latter, the induced voltage
Vpu is computed according to the first of Equation (7). The current Ipu is readily found by dividing Vpu

by the previously computed
.
Zpu; because of the series compensation, it coincides with the current IL

flowing in the load. Then the power transferred to the load is:

PL =
1
2

RL
∣∣∣IL

∣∣∣2, (8)

where
∣∣∣IL

∣∣∣ is the magnitude of IL.
The active power delivered by the voltage supply is obtained as:

Ps =
1
2
<e

[
VsIs

∗
]

(9)
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where the operator<e[·] computes the real part of its argument.
Finally, the power transfer efficiency is computed using:

η = PL/Ps. (10)

The first two objective functions are obtained from Equations (8) and (10); the optimization
algorithm searches for their minimal values so that they are conveniently expressed in the form of
Equations (11) and (12) to optimize the WPTS performance:

f1 = −η (11)

f2 = −PL. (12)

The third objective function is related to the sensitivity of the WPTS efficiency to the design
variable variation. It is computed by means of the Design Of Experiments method described in [19,20],
and according to the method described in [21,22] in which values of the actual design variables x are
moved in the uncertainty range ∆x = ±1%, and can be symbolically expressed as:

f3 = σ( f1, [xi], ∆x) (13)

Equation (7) highlights the dependence of the operation of the WPTS on the mutual inductance
M between the coils, which in turn is affected by the relative coils’ positions. Two of the objective
functions of the optimization algorithm are derived from Equation (7) according to the described
procedure so that the optimization results depend on the coil positioning. This issue is considered
in [6], in which optimization is performed for different values of M, thus finding that variations of the
mutual inductance mainly affect the design of the CN of the pickup, whereas the optimal solutions
relevant to the CN of the transmitting coil change less as a result of changes in M.

2.3.3. Selection of RL

The values of the objective functions for a given set of design variables depend on RL. Hence, it is
important that RL takes a value that allows the WPTS to achieve good performance.

In the resonant SS compensation, i.e., if Equation (4) is satisfied, the analytical expression of the
efficiency is:

η =
ω2M2RL(

Rpu + RL
)2

Rt +ω2M2
(
Rpu + RL

) (14)

and its graph as a function of RL is shown in Figure 6. Examination of the plot shows that maximum
efficiency is reached when RL takes an optimal value RL,opt, which lies in the interval [10 Ω, 20 Ω].
Table 1 gives RB,N = 5.6 Ω as the nominal value of the battery equivalent resistance; it is the ratio given
in Equation (1) computed at the end of the constant current mode of the charging process, when both
the battery voltage and charging current are maximal and the peak of transferred power is reached.
It is convenient that the maximum efficiency is enforced in this condition, because a given decrease in
the efficiency entails a larger increase in absolute power losses when high power is transferred than
when it is low. The equivalent battery resistance and the load resistance are linked by Equation (3),
from which the operating voltage of the DC bus required to operate at the maximum efficiency, i.e.,
with RL = RL,opt, can be derived by Equation (15) when the peak power is transferred and RB = RB,N.

Vdc = VB
π
2

√
1
2

RL,opt

RB,N
(15)
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Table 1. WPTS parameters.

Parameter Symbol Value

Track coil inductance Lt 120 µH
Pickup coil inductance Lpu 120 µH

Maximum mutual inductance Mmax 30 µH
Nominal battery resistance RB,N 5.6 Ω

Minimum battery resistance RB,m 3.6 Ω
Equivalent load resistance RL 13 Ω

Equivalent series resistance of track coil Rt 0.8 Ω
Equivalent series resistance of pickup Rpu 0.8 Ω

Nominal supply angular frequency ω 2π·85,000 rad s−1

Distance between track coil and pickup d 13 cm

During the constant current mode, the equivalent battery resistance increases by a factor equal to
about 3/2 while it varies from its minimum RB,m, relevant to the condition of injecting the maximum
charging current in the fully discharged battery, to its nominal value RB,N. Maintaining a constant Vdc
given by Equation (15), according to Equation (3) RL reduces to 2/3 of the initial value, but the effect of
its variation on the power transfer efficiency is marginal, as can be seen in Figure 6. It should be noted
that Vdc can be adjusted within a reasonably wide interval during the WPTS operations so that the
maximum efficiency can be maintained over the full constant current mode of the charging process.

During the constant voltage mode, RB increases considerably beyond RB,N while the charging
current decreases. It is reasonable to stop the charging process when the current falls below 1/20 of
its maximum value. In this condition, the transferred power is 1/20 of the peak power, whereas both
RB and RL are 20 times higher than their nominal values; at the same time, according to Figure 6,
the efficiency decreases from about 0.9 to 0.7. Despite the worsening of the efficiency performance,
the lost power is about 1/7 of that lost while operating at the peak power because the transferred power
is sensibly lower. This condition justifies the design choice of sizing the resonant CNs considering RB
constant and equal to RB,N.

For this reason, in this paper the equivalent load resistance RL is considered to be constant and
equal to that of the experimental setup, which optimizes the efficiency performance of the SS resonant
CNs. When the CNs do not resonate, Equation (14) does not hold and the maximum efficiency can be
reached with a different value of RL. However, maintaining RL at a fixed value results in a more realistic
comparison of the optimized CNs with the resonant CNs because the CNs are the only elements of the
WPTS to be changed.

A different approach could maximize the energy transfer efficiency rather than the power transfer
efficiency. In this case, if the exact profiles of the charging current and battery voltage during the
charging process are known, the instantaneous RL(t) is computed in each time instant, and PL(t) and
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Ps(t) are obtained from it following the procedure described in Section 2.3.2. Then, by time integration,
the energy transfer efficiency is derived as:

ηe ,

∫ T
0 PL(t)dt∫ T
0 Ps(t)dt

(16)

where T represents the duration of the charging process.
Using ηe instead of η to define the objective function f 1 would lead to different optimized solutions,

but would not require any change to be made to the optimization algorithm used to derive the solutions
or in the procedure used for their implementation, as described in the next sections.

3. Results

3.1. Optimization Results

Two runs of the genetic algorithm were performed; the first, denoted Opt1, considers the three
objective functions, f 1, f 2, and f 3; the second, denoted Opt2, considers only f 1 and f 2. In both cases
the optimization algorithm started with N = 60 individuals in the initial population and ran for
250 iterations.

Figure 7 reports the starting population (red crosses) and the Pareto fronts in terms of the efficiency,
η, and the power transferred to the load, PL, obtained with Opt1 (blue circles) and Opt2 (green triangles).
It appears that the two Pareto fronts are partially superposed except for a few points in the front related
to the optimization Opt1. This is a three-objective optimization and the Pareto front is a 3D-surface so
that the represented points are the projections on the η-PL plane of the (f 1, f 2, f 3) points. Table 2 reports
the values of the design variables and the relevant η, PL, and f 3 related to some relevant points in the
Opt1 front in Figure 7. Analysis of the figure and the table shows that the best solutions for f 1 and f 2

are in contrast, and tentative improvement of one of the objectives drastically worsens the other, as can
be derived by comparing the extreme points in the Pareto fronts.
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For the considered case study, the improved solutions can be identified among those that allow a
large efficiency, e.g., larger than 0.8, and improve the transferred power. Indeed, the experimental tests
described in the following section were performed considering the solutions that lie in the rightmost
region of the Pareto front Opt1, represented in the upper-right corner of Figure 7.
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Table 2. Values of design variables, η, and PL, and sensitivity of some points in the front obtained with
the Opt1 run (blue circles in Figure 7).

Ct (nF) Cpu (nF) η PL (W) f 3

31.75 29.22 0.91 0.01 1.28 × 10−6

24.18 23.04 0.830 0.080 1.34 × 10−2

23.78 23.32 0.838 0.072 1.27 × 10−2

23.02 24.42 0.864 0.050 1.00 × 10−2

23.53 25.51 0.883 0.031 7.41 × 10−3

23.03 26.53 0.895 0.021 5.10 × 10−3

26.23 26.00 0.891 0.03 4.34 × 10−3

25.62 22.19 0.829 0.062 1.13 × 10−2

26.29 19.77 0.751 0.095 1.57 × 10−2

3.2. Validation Experiments

The WPTS available in the laboratory was designed around the characteristics of a small city car,
whose battery operates at a nominal voltage of 48 V and can be charged with a maximum power of
560 W [23]; the schematic of the prototypal WPTS is shown in Figure 8 and the values of its components
are reported in Table 3.
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Table 3. Values of the components of the prototypal WPTS.

Component Name Symbol Part Name/Value

Grid filter inductance Lg 3 mH
Grid diode rectifier GR Vishay KBPC6

Transmitting side dc bus capacitor Cdc,t 4.7 mF
High frequency inverter switches HFI CREE CCS050M12CM2

High frequency diode rectifier HFDR 4 × ROHM SCS220AE2
Receiving side dc bus capacitor Cdc,r 300 µH

dc-dc converter switches DC-DC 2 × ROHM SCT2120AF
Output filter inductance Lo 3 mH

The parameters of the WPTS relevant to the coil coupling and power transfer are listed in Table 1.
The HFI is controlled with the phase shift technique and generates a three-level square wave; the rectifier,
the DC-DC converter, and the battery are represented by the resistance connected at the terminals of the
series constituted by the pickup and the compensating capacitor, i.e., the terminals denoted Apu and Bpu

in Figure 2. The prototype was designed to operate with SS resonance so that Ct and Cpu values comply
with Equation (4) and are equal to 29 nF. In practice they were synthetized by combining commercially
available capacitors with a capacitance of 15 nF and a suitable voltage rating. In particular, two equal
printed circuit boards (PCB) were arranged, containing eight rows of capacitors connected in parallel,
each made of four elements connected in series, obtaining a nominal capacitance of 30 nF for both.
The rating of the available capacitors and the layout of the PCBs allow any combination formed by 6 to
10 rows to be set up, in which each row comprises three or four capacitors, to implement different CNs
derived from the optimization algorithm. The experimental setup is shown in Figure 9a. The coils,
together with their relevant ferrite plates, are protected by the red plastic enclosures fitted on top and
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below the wooden box used to keep the coils at the right distance. Each coil has an outer diameter
of 38 cm, an inner diameter of 18.5 cm, and is made of 15 turns of Litz wire covered with an insulating
sheath. The coils are deployed on two square ferrite plates having a dimension of 40 × 40 × 0.6 cm,
each formed by 16 square tiles. The layout of a coil without one of the protective plastic sheets is
shown in Figure 9b.
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Figure 9. (a) Experimental setup. (b) Coil layout.

Considering the limitation in the values of the capacitors, the first step of the validation experiments
was selecting, among the pairs Ct-Cpu that can actually be synthetized, those that best fit with any of
the individuals of Table 2. In performing this selection, individuals obtained from the Opt1 front were
considered because they should be characterized by lower sensitivity of η and PL to differences between
the designed and the actual values of Ct and Cpu. The selected Ct-Cpu pairs and those obtained from the
optimization are visualized in Figure 10 using red circles and blue crosses, respectively. The outcome
of the figure analysis is disappointing because the correspondence between the selected and optimized
capacitances in many cases is not very good, especially in the region with higher Ct and Cpu.
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Figure 10. Optimized (blue crosses) and selected (red circles) Ct-Cpu pairs.

For each of the selected pair of capacitances, the quantities η and PL were computed using the
same algorithms used to derive the objective functions during the optimization. The obtained values
are plotted in Figure 11 with red circles, with those coming from Table 2 denoted by blue crosses. It can
be seen that, with the exception of a few cases, the selected pairs originate points lying on the Pareto
front even if their match with the optimized counterparts is not perfect. As a comparison, the η-PL pair
relevant to a resonant SS compensation, which lies at the right end of the front, is reported in the figure
using a magenta star denoted by the letter R. This point lays on the Pareto front, thus demonstrating
that it is actually optimized, whereas the presence of other solutions around it confirms that the
presented optimization algorithm can be considered a generalization of the analytical process used
to design the CNs. Indeed, it provides a full range of different solutions that achieve a transferred
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power that is about seven times higher than that of the resonant CNs, even if at the expense of a
lower efficiency.Energies 2020, 13, x FOR PEER REVIEW 12 of 15 
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Figure 11. η-PL pairs relevant to optimized (blue crosses), selected (red circles), and experimental
(green triangles) Ct-Cpu pairs.

Finally, experiments were performed by inserting in the WPTS three different Ct-Cpu pairs and
connecting a variable resistor across the terminals of the pickup to implement RL; the variable resistor
was set to 13 Ω. The expected η-PL pairs are highlighted in Figure 11 with the large red circles
numbered from 1 to 3. The actual η-PL pairs were measured by means of a WT1800 wattmeter
manufactured by Yokogawa, Tokyo, Japan, thus obtaining the results highlighted by the green triangles
numbered from 1 to 3. Experiment 3 was performed two times to check the repeatability of the results,
thus obtaining the two nearly matching triangles marked by numbers 3 and 4. Table 4 reports the
capacitances used in the experiments, the power on the load, the efficiency computed by means of
Equations (9) and (10), and the corresponding measured quantities. Moreover, the measured rms
voltages and currents applied to the coils are listed; by manipulating these data and the measured
η-PL pairs, the power factors at the terminals of the transmitting coil and the pickup were determined.
In both Figure 11 and Table 4, the measured power is divided by the square of the first harmonic
amplitude of vs to compare the actual power with the power computed by Equation (10), which refers
to a sinusoidal supply voltage with an amplitude equal to 1 V.

Table 4. Measured values in experimental validation.

Point Ct (µF) Cpu (µF) PL,comp (mW) ηcomp. PL,meas (mW) ηmeas. Vs,rms (V) It,rms (A) VL,rms (V) Ipu,rms (A) PFt PFpu

1 26.25 26.09 29.7 0.892 38.3 0.876 52.75 2.49 37.97 3.05 0.926 0.920
2 27.69 28.97 25.5 0.899 29.2 0.898 55.59 2.44 35.01 2.79 0.738 0.921
3 26.25 23.68 58.4 0.837 60.2 0.802 52.17 4.81 46.88 3.80 0.813 0.918
4 26.25 23.68 58.4 0.837 59.6 0.800 52.28 4.78 46.70 3.79 0.813 0.918

Analysis of Figure 11 reveals that the match between the theoretical and experimental values
is good, but not perfect. The theoretical and the measured points relevant to experiments 1 and 2,
characterized by high efficiency, are close to each other, and the measured quantities are close to
those of the optimized sets reported in rows 9 and 10 in Table 2, respectively. The difference between
theoretical and measured quantities is greater in experiment 3. This behavior can be explained,
at least partially, as a consequence of the higher sensitivity of the corresponding point with respect
to the variation of the capacitances of the CNs. Indeed, it is not possible to nullify this variation
because of the inherent impossibility of precisely establishing the optimized reactances and due to the
tolerance of the available capacitors, which is ±5%. Another possible cause of this difference is the
simplified model used to evaluate f 1 and f 2, which does not account accurately for the voltage drops
across the inverter switches. Furthermore, voltage vL at the input of the HFDR, shown by the blue
plot in Figure 12, is not exactly a square wave, as hypothesized in Equation (3). The waveforms of
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vL and vs, and those of it and ipu, which are reported in Figure 13, are relevant to experiment 2 and
were acquired using a TDS5034 oscilloscope manufactured by Tektronik, Bracknell, Berkshire, UK,
equipped with voltage and current probes. As reported in Figure 13, both of the currents are nearly
perfectly sinusoidal despite the high harmonic content of the supply voltage. This result confirms the
effectiveness of the selection performed among the optimized solutions to discard those that would
lead to a distorted current, and justifies the procedure used in computing the objective functions,
which relies on the hypothesis of operating with sinusoidal quantities.
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Figure 13. Current it in the transmitting coil and current ipu in the pickup during experiment 2.

4. Discussion

The paper presented a genetic algorithm devoted to the optimization of the performance of
a WPTS by determining the reactance of its CNs. From a methodological perspective, the genetic
optimization techniques allow the evaluation of a large number of different solutions in which two or
more objective functions are considered that are often in contrast to a large number of design variables.
The generated solutions outline a Pareto front that encompasses all of the solutions that are the best
compromise for all of the objective functions. The Pareto front helps designers to determine the best
combinations of design variables that improve the goals’ configurations. In the simple case study that
was presented, the algorithm offered a large number of optimal solutions to the problem; some of these
were implemented in an experimental setup to check the effectiveness of the algorithm. The obtained
results confirm that the individuals selected by the algorithm succeed in supplying the load with
higher power than the conventional resonant CNs, and that the general form of the Pareto front is
respected despite the unavoidable differences between the numeric and the experimental results.
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Future development of this work will consist of inserting the optimization of the equivalent load
resistance into the genetic algorithm to determine the extent to which WPTS performance can be
further enhanced.

Author Contributions: Conceptualization, E.S. and M.B.; methodology, E.S. and M.B.; software, E.S.;
validation, M.B., E.S. and S.G.; formal analysis, E.S.; investigation, E.S. and M.B.; writing—Original draft
preparation, M.B, E.S. and S.G.; writing—Review and editing, M.B., E.S. and S.G.; visualization, M.B., E.S. and S.G.;
supervision, M.B., E.S. All authors have read and agreed to the published version of the manuscript.
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