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Abstract

:

Measuring systems are becoming increasingly sophisticated in order to tackle the challenges of modern industrial problems. In particular, the Multiphase Flow Meter (MPFM) combines different sensors and data fusion techniques to estimate quantities that are difficult to be measured like the water or gas content of a multiphase flow, coming from an oil well. The evaluation of the flow composition is essential for the well productivity prediction and management, and for this reason, the quantification of the meter measurement quality is crucial. While instrument complexity is increasing, demands for confidence levels in the provided measures are becoming increasingly more common. In this work, we propose an Anomaly Detection approach, based on unsupervised Machine Learning algorithms, that enables the metrology system to detect outliers and to provide a statistical level of confidence in the measures. The proposed approach, called AD4MPFM (Anomaly Detection for Multiphase Flow Meters), is designed for embedded implementation and for multivariate time-series data streams. The approach is validated both on real and synthetic data.
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1. Introduction


A Multiphase Flow Meter (MPFM) is a complex instrument employed by oil and gas companies to monitor their production. It is usually placed on top of an oil well, and it is continuously crossed by a mixture of gas, oil, and water. It allows to measure the flow in real-time, without separating the phases. The knowledge of the flow composition is crucial for the oilfield management and well productivity prediction; as a consequence, procedures for the assessment of the measuring reliability are critical.



In recent years, many efforts have been done in order to improve the MPFM performances, increasing its complexity: many sensors have been implemented on-board, improving the number of available physical variables. Unfortunately, the increased complexity is associated with a bigger set of failure types that the system can experience. The reliability of this system is crucial for every customer that consumes the supplied data for monitoring, decision-making, and control the oil production. To achieve the required reliability, the MPFM must be able to self-diagnose its sensors in an autonomous fashion.



Besides the energetic sector, data reliability is fundamental in many fields such as finance, IT, security, medical, e-commerce, agriculture, and social media. With the advent of “Industry 4.0”, the interest in accurate metrology tools has pushed many companies to develop complex measuring instruments. These sophisticated systems, which we call Complex Measuring Systems (CMSs), estimate quantities difficult to be measured combining different sensors measurements and data fusion techniques [1]. The MPFM is one example of CMSs, and therefore in the following pages the acronyms will be treated as synonyms. Although specifically developed for the MPFM, the proposed methodology could be applied to other CMSs.



Self-diagnosis capabilities can be reached in two ways: by leveraging a priori/physical knowledge of the metrology tool and the underlying measured phenomena, or by exploiting historical data and statistics/Machine Learning. In the latter case (that is the focus of this work), several algorithms can be employed, both in the realm of classification approaches and in the category of unsupervised anomaly detection methodologies. The choice mainly depends on the type of available data. In the context of MPFM, these techniques cannot be directly applied and many constrains have to be taken into account; such challenges can be summarized as follows.



	
Data structure and multi-dimensionality: MPFMs are usually made up of different metrology modules that measure quantities related to distinct physical variables, and each module can have a different sampling rate. As a result, data to be monitored are a collection of multivariate and heterogeneous streaming of time-series.



	
Non-stationarity: The measured process can be non-stationary, i.e., the mean and the variance of the underlying process can vary over time; in this context, historical data can be not representative of the possible system states. To overcome this issue, the monitoring agent has to find some quantities that describe the behavior of the instrument, independently on the process.



	
Root cause analysis: Due to the changing environment and the complex interaction between the modules, identifying the faulty sensor/module can be a quite difficult task.



	
Edge application: For most MPFMs, self-diagnosis capabilities have to be equipped on the edge, as (i) many systems have to provide data in real-time and (ii) the Internet of Things scenario [2] may not be feasible or cost-effective for many customers.



	
Limited Resources: Many MPFMs have unfortunately limited computational power and memory capacity.






Given the problems previously discussed, there is a great need for developing robust algorithmic techniques for MPFM self-diagnosis that are able to (i) provide confidence intervals for the measures they produce and (ii) detect sensors/measuring modules that are proving anomalous measures. Such targets may be achieved by the usage of Anomaly Detection techniques [3]. More specifically, given the above issues and following the guidelines in [4], we define here the general requirements for real-world anomaly detection algorithm applied to the MPFMs:




	
predictions must be made in real-time and on-board;



	
algorithms should not rely on historical data to be trained, but it must learn from data collected on the field;



	
outcomes of the anomaly detection module need to be accurate and robust, i.e., they should not be affected by changes in the underlying process;



	
anomaly detection algorithms should minimize an optimal trade-off between false positives and false negatives; the optimality is defined given the application at hand;



	
the computations must be as light as possible;



	
the anomaly detection algorithm must handle different sampling frequencies; and



	
the anomaly detection algorithm must be independent on the meter calibration settings.








The focus of this work will be to present an Anomaly Detection approach for MPFM that considers the aforementioned constraints and allows equipping the instrument with self-diagnosis capabilities. In particular, a preprocessing pipeline specifically designed for this type of meter will be shown. This will allow to (i) effectively employ computationally efficient Anomaly Detection tools and (ii) develop a powerful Root Cause Analysis algorithm. Moreover, we will test such approach exploiting real data, coming from specialized testing facilities, called flow loops. In the following we will refer to the proposed approach with the name AD4MPFM that stands for Anomaly Detection for Multiphase Flow Meters.



Preliminary results have been published in [5]; with respect to the aforementioned work, in this manuscript several additional investigations have been reported, namely, a diagnostic method for enabling Root Cause Analysis, a broader comparison of Anomaly Detection methods, and new types of considered faults and more detailed experiments.



The rest of the paper is organized as follows. Section 2 is dedicated to review the related literature, to describe the MPFM and its principles, and to highlight the novelty of the present work. The proposed approach for Anomaly Detection in MPFM is presented in Section 3, while the experimental settings are illustrated in Section 4. In Section 5, the experimental results are shown and commented, while final comments and future research directions are discussed in Section 6.




2. Premises: Literature Review, Multiphase Flow Meter, and Contribution


2.1. Data-Driven Anomaly Detection


Classically, a model-based strategy is the most natural approach to tackle the Anomaly Detection problem. However, the performances of these strategies are strongly dependent on the quality of the model they rely on. Finding a model for a MPFM can be particularly challenging, as it means (i) modeling all the measuring modules, their interaction, and the underlying process, and (ii) due to the system non-stationarity, the usage of fixed models without customization and periodic updates is hardly viable.



By exploiting the availability of historical data, a data-driven strategy is typically preferable. Data-driven approaches [6,7,8,9] aim at finding a model that best fits data without physical a priori knowledge of the process. They are usually divided into two main categories: supervised and unsupervised. Supervised methods are very powerful but need data where each sample is labeled Faulty/Non-Faulty. Unfortunately labeled datasets are hardly available: the labeling procedure is very expensive and time-consuming. A human domain expert has to manually tag the dataset with a posteriori visual inspection. However, the large number of module combinations and operating conditions makes these methods typically hardly viable.



Unsupervised techniques allow to overcome these issues. Their main benefits are [10] (i) the capacity of handling multivariate data and multi-modal distributions and (ii) the fact that they do not need labels. Unsupervised Anomaly Detection (AD) algorithms are fundamental tools to detect anomalous behavior in metrology instruments. Working in an unsupervised way, they are flexible, accurate, and highly suited for fault detection in complex systems. They are able to perceive abnormal instrument behaviors that even domain experts struggle to detect. Given the advantages described above, AD approaches have been applied in various contexts: automotive [11], biomedical instruments [12], decision support systems [13], fraud detection [14], and industrial processes [15].



In the literature there are many definitions of anomaly depending on the application of interest. Hawkins, in [16], describes an outlier in a way that seems the more appropriate to our problem:




“An outlier is an observation which deviates so much from the other observations as to arouse suspicions that it was generated by a different mechanism.”





Therefore, outliers are far and, hopefully, less than inliers. The choice on how far and how few the observations must be to be outliers is not trivial. The outlier numerosity can vary: it is reasonable to assume that anomalous observations will increase as the environment ruins the sensor. When the fault is fully developed the outliers can be a significant percentage of the total samples.




2.2. The Multiphase Flow Meter


The Multiphase Flow Meter is a paradigmatic example of CMS composed of many measuring modules and requiring data fusion to provide the target measure (Figure 1).



The MPFM is an in-line measuring instrument able to quantify the individual flow rates of oil, water, and gas coming from an oil well. As it does not separate the phases, it is able to provide measures in real-time. MPFMs are employed both onshore and offshore, in topside, or subsea configuration. In this work, data have been collected using a MPFM [17], which is made in a modular way. As each module contains a specific set of sensors, in the following paragraphs the words sensor and module will be treated as synonyms.



The most common instruments employed by MPFMs are [18]:




	Venturi tube 

	
The Venturi tube consists of a pipe with a shrinkage in the middle, named throat. The difference between the pressure at the inlet and the pressure at the throat, called DP, is proportional to the velocity of the flow and the density of the mixture passing by. In this location, both the absolute temperature and pressure are usually measured.




	Impedance sensor 

	
Depending on the flow composition, it is able to work in capacitive or conductive mode, measuring respectively the permittivity and conductivity of the mixture. Multiple electrodes make up the impedance sensor; cross-correlating the measurements coming from these electrodes, it is possible to infer the velocity of the flow.




	Gamma ray densitometer 

	
This sensor hits the mixture with a beam of gamma rays and measures its attenuation. As the attenuation is proportional to the amount of material crossed by the beam, this sensor estimates the density of the mixture. In this work, the MPFM was equipped with a source of     137  Cs   (Cesium) that has a half-life of almost 30 years.









In recent years, there has been a growing interest in the application of Machine Learning (ML) data fusion techniques to this kind of instruments. Neural networks have been used in [19,20,21] to improve the flow composition estimation.




2.3. Literature Review


Despite the importance of detecting malfunctions in MPFMs, the literature on self-diagnosis and AD applied to CMS is not very broad. Traditionally, CMS are monitored employing univariate control charts [22,23] that fail to capture complex data behaviors and multidimensional anomalies. Moreover, they are generally more effective in monitoring the underlying process instead of the performance of the CMS. More refined techniques that manage multivariate data are scattered among many different applications such as automotive [24], aerospace [25], chemical industry [26], Heating, Ventilating and Air Conditioning [27], energetic [28], and other industrial/manufacturing applications [29,30,31,32,33,34]. Other approaches that are similar to the one set by the CMS can be found in [35,36,37,38], where AD techniques are applied to wireless sensor networks in a non-stationary environment. Unsupervised methods able to detect the root cause of the CMS fault are, to the best of our knowledge, still missing. As stated above, the literature concerning the self-diagnosis and fault detection applied to MPFMs is at its early stages.



In general, AD detection on multivariate time series is still a quite unexplored research field. The existing literature is mainly divided into techniques applied to multivariate static datasets [39], and methods applied to univariate time-series [40].



Some of the most important multivariate static emerging techniques will be briefly described in Section 3.2.6. Concerning AD on univariate time series, we cite the following approaches.  The authors of [41,42] employ a neural network to model the time-series and detect the anomaly looking at the residue: an anomaly occurs when the actual value is too far from the network prediction.  In [43], the authors sequentially apply a 2D-Convolutional Neural Network in order to promptly detect the anomalies. In [44], the authors look for contextual anomalies in univariate time-series that show a strong seasonality. They decompose the series in median, seasonal, and residue, and use robust univariate AD methods on signal windows. Two interesting approaches that consider the correlation between the measures can be found in [45,46]. The last one faces a problem very similar to ours since they manage highly dynamic, correlated, and heterogeneous sensor data.



In this paper, we try to combine and to take the best from these approaches, enlarging the few unsupervised tools applied to multivariate time series. The proposed algorithm is designed to fit the MPFM requirements and characteristics described in Section 1. One of the novelty of this paper is that the AD4MPFM is able to not only detect the fault, but also to detect the root cause in an unsupervised fashion.





3. Proposed Approach: AD4MPFM


3.1. Intuition


Three key points led us to the development of AD4MPFM:




	
non-stationarity of the underlying process,



	
high correlation between the measuring modules, and



	
need for light computations to enable edge computation.








As already mentioned, the MPFM is employed in the estimation of physical quantities that are challenging to be measured. For doing this, it might combine many measurements coming from different modules. The physical quantities to be measured might vary widely and frequently over time: this makes the use of historical data very hard. Indeed, when available, these data might not describe all the possible operating points of the MPFM. In addition, the same type of MPFM can behave differently due to different sensors calibration. Therefore, we need a monitoring algorithm that is



	
independent on the process—it is able to decouple the dynamics of the measured process from the dynamics of the instrumentation, and



	
independent on the calibration settings—i.e., able to auto-tune its parameters.






In MPFM, it is common to have highly correlated sensing modules: some sensing modules might measure the same physical property in order to get robust measurement or to measure derived quantities (e.g., velocity). A more interesting case is the correlation between modules that measure different physical properties: they are usually at least locally correlated because they see the same physical process (e.g., the appearance of a bubble, or the development of a slug flow) by different perspectives. In other words, at any moment the same physical phenomenon is seen by all sensors from different viewpoints. We stress that by “locally correlated” we mean correlated on a sufficiently small time interval.



A common strategy in AD [41,47] is to model the underlying process and look at the residue between the prediction and the actual value; when the residue becomes bigger than the confidence interval of the predictive model, the anomaly is detected. However, modeling a non stationary process is very complex from many points of view and, as explained above, in this context we need a computationally light model that does not need to be trained on historical data; therefore, this kind of strategy is not viable in AD for MPFM.



Although we cannot afford to model and forecast the evolution signal   x i  , we develop a different approach based on the following intuition; as the correlation between   x i   and   x j   is sufficiently high, we can think of   x j   as an approximate model for   x i  , and vice versa. Looking at the difference between correlated modules, we filter the process dynamics and we are able to analyze the instrumentation behavior. The basic assumption is that an anomaly is likely to be present when the modules disagree: it happens when the information contained in one signal differs significantly from all the other signals. This approach does not need historical data but it only needs to find a suitable way to get the difference between different sensor measurements. Obviously, the higher the correlation between the modules is, the better this kind of filter will work. If the instrumentation works in ideal way, the differences will be Gaussians.




3.2. Algorithm


The algorithm depicted in the block diagram in Figure 2 is our proposal for AD for MPFM, namely, AD4MPFM, and it expresses the fundamental intuition detailed in the previous subsection. In this subsection, every step of this flowchart will be analyzed in detail.



3.2.1. Data collection


The first step is the collection of signals belonging to the locally correlated modules. As these modules might have different acquisition rates, a homogenization of the signals time frequencies has to be done. This can be achieved taking the mean of all the signals over the lowest sampling rate.




3.2.2. Windowing


The AD4MPFM algorithm requires fixed size batches; for this reason, the signals need to be windowed. The windowing procedure splits the initial signals into small overlapping intervals of size  τ  and time overlap  α .




3.2.3. Alignment


The sensing modules might have a time delay between them. This happens, for example, when they are arranged along the pipe, and therefore they experience a delay proportional to the velocity of the flow. However, the proposed feature design works best when the signals are well aligned in time and the correlation between them is sufficiently high, i.e., when the modules measure the same event at the same time. A cross correlation procedure is employed to ensure such alignment [48]: this simple choice was motivated by the computational resources constrains. Dynamic Time Warping [49] and other more sophisticated alignment procedures might not be feasible on edge implementations.




3.2.4. Normalisation


An important and simple preprocessing procedure for comparing two signals belonging to sensors that measure different physical properties, is by normalizing them. This step is very simple but quite delicate:




	
Subtracting the mean and dividing by standard deviation can be dangerous, due to the possible presence of outliers. To overcome this issue, we decided to normalize each signal window by means of median and median absolute deviation.



	
In order to be consistent between different windows of the same signal, we have chosen a reference window, whose scaling factors (i.e., median and median absolute deviation   m a d  ) have been employed to normalize the other windows.



	
Despite the outlier robustness of the median and mad, the choice of the reference batch has to be done carefully. This batch should be collected in controlled conditions, keeping attention to the possible outliers.









3.2.5. Feature Design


The next step in the AD4MPFM is to encode the previously explained insight: the features should express the difference between the informative content of the signals. Given two normalized and windowed signals   x i   and   x j  , the feature   z  i j    has been defined as


   z  i j   =  x i  − sign  (  K  i j   )   x j    z  i j   = −  z  j i    








where K is the correlation matrix between all the signals,   K  i j    is the correlation coefficient between   x i  , and   x j   computed as


   K  i j   =  1  τ − 1    ∑  t = 1  τ      x i   ( t )  −   x i  ¯     x j   ( t )  −   x j  ¯      s i    s j     








where    x i  ¯   is the sample mean and   s i   is the sample standard deviation of the windowed and aligned signal   x i  . The   sign ( · )   function is needed when the correlation between the signals is negative. Although other choices for making signals comparable can be employed (for example allowing a softer difference or by weighting the difference with the correlation value), we decided to adopt the procedure described above for simplicity in the edge deployment.




3.2.6. Unsupervised Anomaly Detection: Methods


Unsupervised AD algorithms can be divided into many categories depending on their working strategy. In this paper, we have chosen to compare six different AD algorithms belonging to the most important families: Proximity-Based, Linear Model, Outlier Ensembles, and Statistical methods.



Proximity-Based techniques define a data point as an outlier, if its locality (or proximity) is sparsely populated [50]. The notion of proximity can be defined on the basis of clusters, distance or density metrics. Local Outlier Factor (LOF) is the most well known algorithm of this family [51]. Following this approach, the anomaly score of a given point is function of the clustering structure in a bounded neighborhood of that observation [52]. In this paper, we have applied an optimized version of LOF named Cluster-based Local Outlier Factor (CBLOF) [52]. A simpler density technique tested in this work is Histogram-based Outlier Score (HBOS) [53]: this approach assumes the features are independent, allowing fast computations but giving up high performance. As the name of the approach says, it is based on univariate histograms constructed separately on each feature.



Linear methods assume that normal data are embedded in a lower dimensional subspace. In this subspace, outliers behave very differently from other points and it is much easier to detect them. PCA is the most famous member of this class; the main idea behind this classic method is to find a set of uncorrelated variables (named principal components), ordered by explained variability, from a dataset. The authors of [54] define the anomaly score as the distance in the principal component space previously computed. The distance in the principal component space between the anomaly and the normal instance is the anomaly score. Minimum covariance determinant [55] (MCD) is another linear method that is highly robust to outliers. Its anomaly score is based on the Mahalanobis distance from the center of the cluster.



Outlier ensembles combine the results from different models in order to create a more robust one. Isolation-based methods [56] rely on the average behavior of a number of special trees called isolation trees. This procedure tries to isolate a given observation from the rest of the data in an iterative way, making random partitions of the feature space. This method is based on the idea that outliers are easy to be isolated, while normal data tend to be inside the dataset, requiring more partitions to be isolated.



Probabilistic and statistical methods are a class of very general techniques. They usually assume an underlying data distribution. After the parameter training, the model becomes a generative model able to compute the probability of a sample to be drawn from the underlying distribution. The method that we named MAD is a multidimensional extension of the well-known control chart based on the median absolute deviation   m a d  . As mean and standard deviation are very sensitive to outliers, it is common practice to set control limits on the basis of   m a d   and   m e d i a n   [57] as they are much more robust. Given a window of the signal   x i  :


  mad  (  x i  )  = b  median  (  |  x i  − median  (  x i  )  |  )  ,  b = 1.4826  








the anomaly score for each sample is defined by the MAD algorithm as


  M A D  ( t )  =  max  i ∈ { 1 , ⋯ , d }       x i   ( t )  − median  (  x i  )    mad (  x i  )     











Note that in ideal conditions,   m a d   gives a robust estimate of the Gaussian standard deviation. As the MAD algorithm is based on the median absolute deviation, its AS can be easily interpreted as the relative distance of the samples from the distribution center.




3.2.7. Unsupervised Anomaly Detection: Usage and Metrics


After the computations, a general AD algorithm returns an index that measures the abnormality level of data, namely, the anomaly score (AS) of each sample. Data with higher AS are more likely to be outliers. In order to assess which method performs better at detecting anomalies, the AS must be converted in a binary anomalous/not anomalous notation with the aid of a threshold. Note that in the real implementation of the algorithm, this threshold is the value above which the CMS raises a malfunction alarm. This threshold setting can be quite challenging, and it is usually a compromise between false positive and false negative alarms.



In presence of an unbalanced dataset, as in the anomaly detection settings where outliers are much less than normal data, the precision (PREC) and recall (REC) metrics are more meaningful than true positive and false positive rate [58]. The precision is the number of true anomalies (i.e., the number of items correctly labeled as belonging to anomalies) divided by the total number of items labeled by the algorithm as anomalies. The recall is defined as the number of true anomalies divided by the total number of measures that are actually anomalies. A common way to make a comparison between the performance of multiple classifiers is by using the F-score or the AUC score: both of them summarize precision and recall measures. The F-score is defined as the harmonic mean between PREC and REC: finding the classification threshold that maximizes F-score means finding an optimal compromise between precision and recall; more precisely, according to the F-score, the best method is the one the has PREC and REC values closest to the (1,1). AUC stands for Area Under the Curve and indeed it is the measure of the area enclosed by the curve in the PREC and REC diagram. The bigger the AUC for a specific method is, the better this method will perform on average. The AUC score is a global performance measure that does not depend on a specific threshold, like the one that maximizes F. For this reason, we have chosen to compare the unsupervised AD methods using this metric instead of the F-score.




3.2.8. Root Cause Analysis


In many applications, interpretability and explainability are fundamental to ensure that relevant actions are enabled in association with the outcome of an AD module [13]. The AD4MPFM can also enable interpretability: the feature design process is able not only to greatly simplify the anomaly detection, but also the Root Cause Analysis (RCA). In this subsection, we will show a new RCA that takes advantage of the preprocessing procedure. The intuition behind this method is the following; assuming that at most one sensor can fail at a time, there exists a direction in the n-dimension features space, where anomalies distribute, which identifies the faulty sensor. This technique can be applied to any number of features but can be easily understood in three dimensions. If a fault generates on   x 1  , the n-dimensional features space    z  1 , 2   ,  z  1 , 3   ,  z  2 , 3     will show outliers that will propagate along the bisector of the plane    z  1 , 2   ,  z  1 , 3    . On the contrary, the magnitude of the projection along the axis   z  2 , 3    will be negligible. The guilty direction, d, relative to fault on   x 1   is    [ 1 /  2  , 1 /  2  , 0 ]  T  . In the simple case of three signals, the   x 2  -guilty direction is given by    [ 0 , − 1 /  2  , 1 /  2  ]  T  , whereas the d for   x 3   is    [ 0 , − 1 /  2  , − 1 /  2  ]  T  . In the general case, there are as many d as the number of employed signals. If a generic sample   p  (  t *  )  =   [  x 1   (  t *  )  ,  x 2   (  t *  )  ,  x 3   (  t *  )  ]  T    is labeled as anomaly, the corresponding features    [  z  1 , 2    (  t *  )  ,  z  1 , 3    (  t *  )  ,  z  2 , 3    (  t *  )  ]  T   are projected onto the these special directions. The bigger is the projection, the bigger the suspected contribution is to the fault. In general, the root causer is defined as


  r  ( t )  =  arg max  i ∈ { 1 , ⋯ , d }    g i   ( t )   








where g is the guilty score vector obtained as


   g i   ( t )  =   |  d i  · z  ( t )  |    ∑ j   |  d j  · z  ( t )  |     











The guilty directions matrix D can be obtained by the Algorithm 1.





	Algorithm 1 Algorithm for the creation of the guilty directions matrix.



	 [image: Energies 13 03136 i001]









4. Case Study and Experimental Settings


As stated above, the AD4MPFM approach has been developed and tested on a particular CMS that is the MPFM. Real and semi-synthetic datasets have been used to test the proposed algorithm. Real data were collected during an experimental campaign that took place in a testing facility that simulates an oilfield. Measurements have been gathered in 200 working points with varying gas, water, and oil flow rates. For each point, 5 min of data were collected, representing the time evolution of gamma ray absorption, differential pressure, and electrical impedance.



In this analysis, we have decided to use the three highly correlated signals shown in Figure 3. These signals are close to sinusoidal because they were collected during a slug flow: great bubbles of low and high density fluid were alternating [18,59]. We have chosen these data because here global and local anomalies are easily identifiable by visual inspection.



4.1. Fault Types


Measuring instruments can incur many types of fault. Dunia [60] has isolated four elementary faults: the bias, the drift, the precision degradation, and the complete failure fault (Figure 4). Although a general event can be a combination of these faults, we have decided to rely on this classification in order to provide a more robust benchmark.



While bias, complete failure, and precision degradation do not evolve in time, the drift fault has a linear deteriorating behavior. This is why in the following paragraphs we will make different analysis depending on the fault type.




4.2. Synthetic Fault Generation


One of the main challenges in evaluating AD approaches is that tagged data are required, even though typically these are not available. This is the reason why unsupervised approaches are chosen in the first place. In this case study, a number of faults have been added over real MPFM data in order to have a sure evaluation of the effectiveness of the AD4MPFM approach.



The synthetic faults were obtained adding anomalies inside these data, in particular the faults were generated on   x 3  , the earliest signal (Figure 3 and Figure 4). In order to be consistent between different signals and datasets, the anomaly amplitude is proportional to the median absolute deviation   mad ( · )   of the anomalous signal.



Given a signal x belonging to the module X and indexed by the discrete time   t ∈ [ 0 , N ]  , the bias fault of module X has been obtained in the following way (Figure 4c),


   x bias   ( t )  = x  ( t )  +  f bias   t ∼ Bernoulli  { c }   








where  Bernoulli  is the Bernoulli distribution, c is the outlier contamination, and


   f bias  = A  mad  ( x )   








A has been named anomaly amplitude and takes values in   [ 0 , + ∞ )  .



The complete failure fault translates to a constant value (Figure 4b):


   x  complete  failure    ( t )  =  f complete   failure  t ∼ Bernoulli  { c }   








where


   f complete   failure = median  ( x )  + A  mad  ( x )   











Given a normal distribution  N , the precision degradation fault is defined as (Figure 4a):


   x  precision  degradation    ( t )  = x  ( t )  +  f precision   degradation  t ∼ Bernoulli  { c }   








where


   f precision   degradation = k  A  mad  ( x )   k ∼ N  { 0 , 1 }   











Unlike other faults, the drift evolves in time:


   x drift   ( t )  = x  ( t )  +  f drift   t ∼ Bernoulli  { c }   








where


   f drift  = A  mad  ( x )    t N   











Together with fault type and anomaly detection models, we vary the following quantities in order to provide an extended evaluation of the AD4MPFM efficiency; contamination, anomaly amplitude, window size  τ , and window overlap  α .




4.3. Research Questions


In the design of the experiments we have decided to define some guidelines for investigation. To prove the effectiveness of the AD4MPFM approach and to show the effect of different design choices, we have developed various experiments aiming at exposing the impact of each building block of the AD4MPFM pipeline depicted in Figure 2.



With respect to the preprocessing block, we will show in the next section by visual inspection how resulting features do have a discriminative quality.



Regarding the anomaly detection block, as unsupervised AD methods are not widely used in CMS, we will focus our investigation in showing the performance of various methods, the effect of parameter tuning, and the impact on various fault types. In the wide context of Unsupervised Anomaly Detection methods, we will compare six different approaches, namely, CBLOF, HBOS, IF, MAD, MCD, and PCA, that are representative of the four families described in Section 3.2.6. In particular, we have chosen approaches that can be implemented in typical CMS scenarios: this will be discussed in more detail in Section 5. In particular, concerning the static faults, namely, the ones that do not evolve in time (complete failure, bias, and precision degradation), we will try to answer the following questions.



	(a)

	
Given an anomaly amplitude, how does the contamination affect the performances of each model?




	(b)

	
Given a contamination, how does the anomaly amplitude affect the performances of each model?




	(c)

	
In the general case where both the anomaly amplitude and the contamination can vary, which is the model that behaves better?







On the contrary, for the drift case, we will address other questions that will be answered in Section 5.5:




	(i)

	
Given a contamination value and some windowing settings, which is the model that performs better along the windows?




	(ii)

	
Are there any differences if the contamination changes?




	(iii)

	
How is the optimal threshold affected by the contamination?









Later, in Section 5, we will wonder which is the best AD method among the ones shown in Section 3.2.6, given the computational complexity.



Finally, with respect to the Root Cause Analysis block, we will perform analysis by visual inspection that show the effectiveness of the guilty direction procedure.





5. Experimental Results


5.1. Preprocessing


We remark that, in the AD4MPFM pipeline, the goal of the preprocessing block is to decouple the observed dynamics of the underlying process from the behavior of the metrology instrument; in order to demonstrate such capacity, we report in Figure 5 an example of the time series evolution of the MPFM raw data. Moreover, in Figure 6, scatterplot matrices of the same data are reported, by also showing the effect of the preprocessing steps. In particular, in panel (a) of Figure 6, impedance, gamma, and Venturi module measurements are reported. It can be easily appreciated that the two dimensional distributions between two variables are not Gaussian, making it difficult to implement self-diagnosis procedures. In panel (b), showing the data after the alignment step, it can be seen how cross-correlations have been enhanced. Finally, in panel (c), it is evident the benefit of the feature design step: features now exhibit Gaussian distributions that will ease the detection of CMS anomalies as expected.



The effectiveness of the proposed preprocessing box can be appreciated even more in the semi-synthetic data reported in Figure 4. The simulated faults are shown on the left panel and the corresponding data, after the feature design process, are shown on the right. The corrupted data are colored in red. It is clear the advantage given by the proposed manipulation: local, global, and context anomalies can be more easily identified. Note that the few corrupted points that cannot be distinguished are the ones were the added noise is almost equal to zero.



While the signals shown in Figure 4 represent only some of the many trends that the flow can develop depending on the operating point, we have seen that the preprocessing block of AD4MPFM is effective in any of the observed conditions: unfortunately, we cannot report here for conciseness other examples, but such effective behavior is demonstrated by the AD results reported in the following experiments that are based on this preprocessing step.



We stress the fact that the preprocessing phase greatly simplifies the task of detecting outliers: instead of monitoring a continuously changing complex signal pattern, the unsupervised AD methods has only to detect the outliers that lie outside the unique central cluster.




5.2. AD Module: Complete Failure


During a complete failure fault, the anomalous signal keeps a constant trend. An example of feature subspace   (  z  1 , 3   ,  z  2 , 3   )   containing this type of anomalies is shown in Figure 4b. The fault was generated on   x 3  : the correct samples gather in a central cluster, whereas the anomalous samples distribute on the diagonal. The majority of them can be easily distinguished by the normal cluster, indeed the only anomalies that cannot be detected are those within the normal process dynamics. Beware that the normal cluster width and position can be affected by the normalization phase: if the reference window is seriously corrupted, the reference median and mad can be biased. For this reason, care must be taken on the choice of the scaling references.



5.2.1. Question (a)


Given an anomaly amplitude and for small values of contamination, the best methods seems to be MCD and MAD (Figure 7b). Increasing the contamination, the performances of almost every method get worse: only the CBLOF seems not to be affected by the anomaly concentration. At very high contamination, all the methods have a very low AUC.




5.2.2. Question (b)


Fixing the contamination, the minimum AUC value is obtained for anomaly amplitude between 0.5 and 1. CBLOF performs better, followed by MAD and MCD. PCA is among the worst (Figure 7a).




5.2.3. Question (c)


In the more general case (Figure 7c,d), both the amplitude and the contamination vary. There, CBLOF performs substantially better and has less deteriorating capabilities; it seems not to be robust only at high contamination level.





5.3. AD Module: Bias


In the bias fault of Figure 4c, both contextual and global anomalies are present. The surprisingly good ability of the feature design process to distinguish both types of anomalies is shown in the feature subspace. The normal central cluster is still there, but another anomalous cluster is present on the diagonal.



5.3.1. Question (a)


At fixed A, MAD has less deteriorating performances. CBLOF is very good but, as expected it is not robust at high contamination. IF deteriorates as c increases (Figure 8b).




5.3.2. Question (b)


Fixing c it is possible to observe many interesting facts: MCD is able to detect the smallest anomalies. MAD performs well but CBLOF recovers quickly. HBOS and IF perform almost the same way, independently on the anomaly amplitude (Figure 8a).




5.3.3. Question (c)


It is not simple to get conclusions on the general case from Figure 8c,d. MCD works better excluding at high c. CBLOF and MAD outperform the other methods when the anomalies are quite evident.





5.4. AD Module: Precision Degradation


The feature design process distributes the anomalies on an ellipse centered in the normal cluster (Figure 4a). As before, too small anomalies cannot be detected, but it is not important as they are within the normal signal noise. Note that the central cluster is more centered because these anomalies do not bias the reference median and mad.



5.4.1. Question (a)


While MAD and CBLOF have better performance at high c, MCD has the best performance at low contamination level. Increasing the number of outliers, the other methods improve their AUC (Figure 9b).




5.4.2. Question (b)


All but PCA and HBOS increase their AUC with the changing anomaly amplitude. As expected, MCD detects the anomalies much earlier (Figure 9a).




5.4.3. Question (c)


When both the anomaly amplitude and the contamination can change, as the contamination increases, CBLOF loses its advantage and is outperformed by MAD and MCD. When the anomalies are small and few, MCD outperforms the other methods; otherwise, MAD and CBLOF are better (Figure 9c,d).





5.5. AD Module: Drift


As drift evolves linearly in time, every window has its own feature subspace (Figure 10). Given a sufficiently small window size, these subspaces can be thought as a sequence of bias faults with increasing anomaly amplitude. In the first window, the anomalous cluster is completely inside the normal cluster, but slowly it comes out.



5.5.1. Question (i)


As expected by the previous experiments, MCD detects the fault earlier and MAD has good performance too. In question Section 5.3.2 we have already observed that CBLOF recovers quickly and aligns to MCD and MAD. PCA arrives at good AUC values but too slowly. IF and HBOS saturate quickly at the same low value (Figure 11b).




5.5.2. Question (ii)


Lowering the contamination, the variance of the methods explodes and the AUC score becomes very noisy (Figure 11a). On the contrary, when increasing the number of anomalies, the AUC of the first window improves and the variance reduces.




5.5.3. Question (iii)


By optimal threshold we mean the one that maximizes the F1-score. In order to make model and window comparisons, this has to be normalized. Fixing the window, the answer to the question (iii) is quite simple when looking at Figure 12: if the contamination increases, the threshold has to be lowered. However, not all the methods behave in the same way: MCD needs a severe adjustment of the threshold, whereas CBLOF is less affected by the contamination. In this case, PCA performs poorly because it has a huge threshold variation, even inside the contamination classes.





5.6. Root Cause Analysis


The algorithm usually applies the RCA only to the anomalous samples, but in order to understand how this block works we have applied it on every sample. The results are shown in Figure 13. The first fact that can be noticed is the great ability to correctly classify the faulty module; in these examples, the anomalies are assigned to the faulty signal   x 3  . The second fact is the great simplicity of the method obtained thanks the proposed feature design: the guilty directions are clearly visible inside the central cluster.




5.7. Implementation Discussion


The results obtained on semi-synthetic datasets are promising, as a matter of fact the AD4MPFM algorithm is able to detect with high performances (accordingly to process experts) the generated fault and the faulty module as shown in the previous experiments. The promising results were the basis for proceeding with edge implementation of the AD4MPFM approach in real MPFMs. While the approach has been designed in order to satisfy real-world constrains of CMSs, several aspects should be taken into account before implementation.



Robustness to outlier severity: robustness is a key property for applications where the CMS is placed in remote or “costly” locations. In fact, the MPFM is a typical example, as such CMS is usually placed in harsh and remote sites. In Section 5.2, Section 5.3 and Section 5.4 we have tested many AD algorithms changing the type of fault and studying their robustness to different fault contaminations and anomaly amplitudes. MAD seems to be the one that in general is less affected by the changing fault conditions.



Threshold setting: from the implementation point of view, the optimal threshold must be easy to be set and has to be stable; indeed, on edge applications (especially with installations in remote sites) correcting the threshold could be hardly viable. Studying the drift fault, we have observed how the optimal threshold behaves and which method exhibit the more stable set up. In our context, CBLOF has the most robust threshold.



Trade-off between detection abilities and execution time: depending on the application at hand, the choice of the optimal AD method can be done by investigating the trade-off between detection accuracy and execution time. Table 1 and Figure 14 show the mean computational time needed by the AD algorithm to compute the AS for one window. CBLOF, IF, and MCD can be considered heavy methods as they are slower by two degrees of magnitude than MAD, PCA, and HBOS. Unfortunately, MCD was one of the most effective methods, but is the worst compared in terms of execution complexity. Increasing the window amplitude, there is not a significant increase in computational time. As MAD is much faster than the other methods and has good detecting abilities, it can be considered as a good candidate for maximizing the trade-off between the mentioned properties in many application scenarios.



Simplicity of the coding implementation: Simplicity of the coding implementation is a key factor in applications that do not use high level programming languages. MAD is not only the fastest algorithm, but it is also the simplest to be implemented: MAD does not need complex computations and can be easily written in any coding language.



Interpretability: as stated before, interpretability is a key property for monitoring and maintenance-related intelligent tool. For some applications, where interpretability is more relevant than other qualities, MAD is the recommended among the considered AD approaches. MAD threshold is easily interpretable (see Section 3.2.6). Nevertheless, other AD methods can be equipped with interpretability procedure [13]; however, this will require additional complexity that may not be feasible in some application scenarios.





6. Conclusions


In this paper, we have proposed a novel approach for the self-diagnosis and anomaly detection of Multiphase Flow Meters, named AD4MPFM. The approach is specifically designed for handling the typical constrains of complex metrology instruments like the MPFM that are based on multiple sensing modules, time-series streams, and data fusion. The building blocks of AD4MPFM are modern unsupervised anomaly detection techniques and a preprocessing pipeline able to decouple the complex dynamics of the underlying process with the quality of the metrology tool behavior. Moreover, given the importance of interpretability and explainability in monitoring and maintenance contexts, we have equipped AD4MPFM with Root Cause Analysis capabilities, thanks to a so-called guilty direction that points out the module responsible for an anomaly. The main advantage of AD4MPFM is the fact that it does not need historical data to be trained and it is ready for Plug & Play implementations.



The effectiveness of the proposed algorithm has been tested both on semi-synthetic and real datasets. Many types of faults have been simulated, changing the severity of the faulty conditions. As discussed, MPFMs can be very different; therefore, the various desired properties (robustness, accuracy, complexity, etc.) for the self-diagnosis system can vary in order of importance. In this regards, as shown by the experiments reported in this work, the AD4MPFM procedure allows to adopt various design choices in order to make some properties better satisfied than other. As future work, a research direction could be to adopt an ensemble approach on the employed Anomaly Detection methods in order to maintain all the good properties of various unsupervised techniques.



A further remark is that, as shown by the reported experiments, a simple approach like MAD is still very accurate in detection, proving the effectiveness of the preprocessing procedure and on the whole AD4MPFM pipeline.



Additional research investigations will be focused on other two aspects: (i) validation of the proposed approach on new Complex Measuring Systems real case studies, and (ii) the employment of deep learning approaches for anomaly detection that will fit the IoT scenario, where the edge implementation constrain can be relaxed.
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Figure 1. Example of a modular topside Multiphase Flow Meter (MPFM). The vertical pipe is the Venturi tube, where the mixture coming from the well flows. The horizontal tube is the densitometer, while the pressure, impedance and temperature probes are hidden inside the pipe. 
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Figure 2. AD4MPFM: Flowchart of the proposed algorithm for anomaly detection of Multiphase Flow Meters. 
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Figure 3. Small interval of the three employed signals. Their high correlation is used by the method to detect possible faults. 
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Figure 4. (sx) Synthetic anomalous signal obtained starting from the real signal   x 3   of Figure 3. Contamination 10%, anomaly amplitude 1. (dx) Corresponding feature subspace. Synthetic anomalies are red colored. We highlight the effectiveness of the preprocessing block of AD4MPFM that makes anomalous samples lie on the subspace diagonal. 
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Figure 5. Real Data: raw signal example. Signals from different modules are not aligned in time and have different scales. 
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Figure 6. Real data: physics dynamics and meter behavior decoupling of signals shown in Figure 5. (a) Scatter plot of the signals. They can draw very different patterns depending on their value, misalignment and correlation. (b) Signal alignment. It always improves the correlation between the signals. (c) Data after the process filtering. The measured dynamics is filtered and only the instrumentation behavior is shown. 
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Figure 7. Complete failure. (a) Fixed contamination 10%. The anomaly amplitude varies. (b) Fixed anomaly amplitude 1. The contamination varies. (c) General case, where both the anomaly amplitude and the contamination vary. Contamination view. (d) General case, where both the anomaly amplitude and the contamination vary. Anomaly amplitude view. 
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Figure 8. Bias. (a) Fixed contamination 10%. The anomaly amplitude varies. (b) Fixed anomaly amplitude 1. The contamination varies. (c) General case, where both the anomaly amplitude and the contamination vary. Contamination view. (d) General case, where both the anomaly amplitude and the contamination vary. Anomaly amplitude view. 
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Figure 9. Precision degradation. (a) Fixed contamination %10. The anomaly amplitude varies. (b) Fixed anomaly amplitude 1. The contamination varies. (c) General case, where both the anomaly amplitude and the contamination vary. Contamination view. (d) General case, where both the anomaly amplitude and the contamination vary. Anomaly amplitude view. 
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Figure 10. Sensor drift. The signal has been windowed in n segments in order to highlight the n different anomaly settings. The representation of the data in the feature subspace is not reported here for conciseness, but for obvious reasons it would be similar to the one reported in panel (c) of Figure 4 with various anomaly amplitudes. 
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Figure 11. Drift fault: evolution of the area under the curve (AUC) score along the windows. The performances are strongly sensitive to the outliers contamination. The shade extends from the minimum and maximum values of the data, the dashed lines represents the first and third quartiles, while the solid line is the median (second quartile). (a) 1% of contamination. (b) 10% of contamination. (c) 20% of contamination. 
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Figure 12. Normalized F1-max-threshold of the last window. Not every method starts from the max threshold because the normalization has been done on all the windows and sometimes a larger threshold has been used in previous windows. 
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Figure 13. Root Cause Analysis: The samples in the feature subspace are colored by guilty index. It is clear the simplicity and the effectiveness of the proposed method. (a) Precision degradation fault. (b) Complete failure fault. (c) Bias fault. 
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Figure 14. Plot of the computational time employed by each unsupervised method, for different window sizes. Two groups can be distinguished: CBLOF, IF, and MCD are very slow, whereas HBOS, PCA, and MAD are very fast methods. 
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Table 1. Execution Time [ms]. The algorithm has been designed to work on a Zynq-7000 ARM cortex A9, but the execution time of the algorithms was measured on a 2.7 GHz Intel Core 5 Processor and refers to the PyOD implementation available in [61].
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	Model/Window Size
	500
	1000
	1500
	2000





	CBLOF
	60.9
	96.3
	121.2
	140.7



	HBOS
	1.7
	1.9
	1.9
	2.0



	IF
	195.0
	243.9
	270.9
	297.8



	MAD
	0.8
	0.9
	0.9
	1.0



	MCD
	33.9
	399.2
	417.2
	422.0



	PCA
	2.1
	2.3
	2.5
	2.6
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