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Abstract: In this study, the effects of ocean swell waves and swell-induced pitch motion on the wake-flow
statistics and power extraction of floating wind turbines are numerically investigated. A hybrid numerical
model coupling wind large-eddy (LES) and high-order spectral-wave simulations is employed to capture
the effects of ocean swell waves on offshore wind. In the simulation, 3× 3 floating wind turbines with
prescribed pitch motions were modeled using the actuator disk model. The turbulence statistics and
wind-power extraction rate for the floating turbines are quantified and compared to a reference case with
fixed turbines. Statistical analysis based on the phase-average approach shows significant swell-correlated
wind-velocity variations in both cases, and the swell-induced pitch motion of floating turbines is found
to cause oscillations of wind-turbulence intensity and Reynolds stress, as well as an increase of vertical
velocity variance in the near-wake region. Swells also cause periodic oscillation in extracted power
density in the fixed turbine case, and the turbine pitch motion in the floating turbine case could further
modulate this oscillation by shifting the phase dependence by about 180 degrees with respect to the
swell-wave phase.

Keywords: offshore wind farm; large-eddy simulation; swell waves; wind–wave interaction; pitch
motion effect

1. Introduction

The continuous growth of global energy consumption has imposed great challenges on energy supply.
In recent years, wind energy has been playing a vital role in providing clean and renewable energy to fulfil
demands without generating major adverse impact on the environment like other conventional energy
sources based on fossil fuels [1]. As available and suitable land spaces for building onshore wind farms
are limited, offshore wind power is becoming an emerging direction for future wind-energy research [2,3].
Without resistance caused by ground obstacles like in onshore environments, offshore wind in the marine
atmospheric boundary layer (ABL) usually possesses higher wind speed than its onshore counterpart,
offering higher wind-power density for energy harvesting. On the other hand, marine ABL turbulence also
exhibits complex flow phenomena in its lower portion where the wind and sea-surface waves extensively
interact, imposing considerable challenges to the design of individual offshore wind turbines, as well as
large offshore wind farms.

The characteristics of offshore wind are highly affected by the dynamic interactions between wind
turbulence and progressive sea-surface waves in the marine ABL [4,5]. For wind-energy applications,
local wind-generated broadband sea-surface waves (often called the wind sea) can be regarded as moving
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surface-roughness elements that affect the lower portion of the ABL through effective surface friction [6,7].
In addition, long-wavelength swell waves generated by remote storm events can maintain their long-crest
shapes after propagating over long distances and impact the local flow field in offshore environments [8,9].
Due to the their well-organized wave forms and large-surface orbital velocities (associated with their long
wavelength of λsw ∼ O(100)m and fast phase speed of csw ∼ O(10)m/s), swell waves can induce
strong distortions to the near-surface wind field that can extend up to the height of ∼ O(λsw) [8].
Considering wind–wave coupled dynamics is crucial for understanding the offshore wind-power resource
and predicting the performance of offshore wind turbines.

In addition to modulating the offshore wind field, energetic swell waves can also cause considerable
oscillating motions for floating turbine platforms, which further complicates the dynamics of offshore
wind-energy systems and affects their performance. Recently, Rockel et al. [10,11] performed laboratory
experiments using a wind-turbine model installed on a gimbal support to study the effect of turbine
pitch motion on wake-flow statistics. Using the particle-image velocimetry technique, they measured and
quantified the turbulence statistics in the turbine wake. Although the effects of water waves on wind
were not included in their experiment, the experimental data showed considerable effects of the turbine
pitch motion on wake-flow statistics. Using the free-vortex method, Wen et al. [12] studied the power
extraction of a single floating turbine and found considerable influence of the platform pitch motion
on the floating turbine’s power performance. Despite the improved understanding of the pitch-motion
effects on the performance and structure dynamics of a single wind turbine, the effects of turbine pitch
motion on the flow structures and turbine performance in an offshore wind-farm environment are still not
well-understood.

In recent years, the large-eddy simulation (LES) method combined with the actuator-disk model
(ADM) of the wind turbine has become a valuable tool for studying flow physics in the turbulent
flow behind a single turbine [13], or within large wind farms [14]. For example, Calaf et al. [15,16]
performed pioneering studies using LES and ADM to simulate complex turbulent-flow physics, vertical
kinetic-energy entrainments, and scalar transport in fully developed wind-turbine array boundary layer.
Stevens et al. [17] performed a set of LES runs to quantify the effects of turbine alignment and wind-farm
length on turbine performance within a large wind farm. Stevens and Meneveau [18] investigated the
temporal fluctuations of the wind-power extraction rate based on LES data of extended wind farms.
VerHulst and Meneveau [19] performed extensive statistical analyses of LES data for wind farms using the
three-dimensional proper orthogonal decomposition approach, and identified various large coherent flow
structures at the wind-turbine array scale that are associated with vertical kinetic-energy entrainments to
supply wind energy into the wind-turbine arrays in the middle of very large wind farms. Yang et al. [20]
simulated infinite aligned wind farms with various turbine spacings to quantify the effects of turbine
packing density on wind-energy harvest. Yang and Sotiropoulos [21] studied the effect of staggered turbine
layouts on the wind-power extraction of large wind farms. Zhang et al. [22] explored the potential benefit
of using vertically staggered turbine layouts to enhance the wind-power production of a turbine array.
Yang et al. [7,9] coupled LES with a wave simulation based on the high-order spectral method (HOSM),
and studied the effect of wind sea as well as swell waves on flow structures and turbulence in offshore
wind farms with fixed turbines. Lyu et al. [23] further extended the model of Yang et al. [7,9] by also
adding the actuator-line and actuator-disk models with a rotational effect for the turbines.

In this study, we use the LES–HOSM model of Yang et al. [7,9] to study the effect of swell-induced
pitch motion on turbulence statistics and wind-power extraction rate in an array of floating wind turbines.
We considered long swell waves that propagate in the downwind direction. The simulations of wind
and swell waves are coupled in order to capture strong swell-induced disturbances on the near-surface
wind field and their effects on wind-energy extraction. Similar to previous LES studies [15,16], we
considered an array of wind turbines in horizontally and vertically aligned layouts. With a periodic
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boundary condition applied in the horizontal directions, the simulation models the interaction of ABL
wind with an “infinite” turbine array, which represents flow physics in the fully developed region within
a very large wind farm [14,15]. We simulated the floating turbines with a prescribed periodic pitch motion
under the influence of wind and swell-wave forcing, and compared the simulation results with a reference
case with identical conditions but fixed turbines. The LES data were analyzed using the phase-average
approach by sampling flow-field snapshots at specific phases with respect to the swell-wave form, which
allows us to educe swell-correlated turbulence statistics from this complex flow problem. The time series
of the wind-power extraction rate were also quantified to reveal the impact of swell-induced wind-speed
variation and turbine pitch motion on wind-energy harvesting.

This paper is organized as follows. Section 2 discusses the used model equations and numerical
schemes in LES and HOSM. Section 3 shows the data-analysis results for the statistics of the wind
turbulence in the turbine array boundary layer and the wind-power extraction rate. Finally, conclusions
are given in Section 4.

2. Problem Description and Numerical Methods

2.1. Large-Eddy Simulation Model for Wind Fields

In the LES model, wind-flow motions in a neutral atmospheric boundary layer are simulated by
solving the filtered Navier–Stokes equations [7,9,15,17,21]

∂ũ
∂t

+ ũ · ∇ũ = − 1
ρa
∇P̃−∇ · τd − 1

ρa

dp∞

dx
ex + ft , (1)

∇ · ũ = 0 . (2)

The model equations are defined based on a regular Cartesian co-ordinate system x = (x, y, z), where
x and y are the horizontal co-ordinates and z is the vertical co-ordinate. The origin of the z co-ordinate
was set to be at the mean water level near the instantaneous bottom boundary. In Equations (1) and (2),
u = (u, v, w) is the velocity vector, with u, v, and w being the corresponding velocity components in
the x-, y-, and z-directions, respectively; the tilde denotes a variable resolved by the LES grid scale;
ρa is air density; τ = (ũu− ũũ) is the subgrid-scale (SGS) stress tensor with tr(τ) being its trace and
τd = τ − [tr(τ)/3]I being its deviatoric part, where I is the identity tensor; P̃ = p̃ + ρatr(τ)/3 + ρa|ũ|2/2
is the pseudopressure, with p being the dynamic pressure; dp∞/dx is the imposed pressure gradient to
model the effect of geostrophic wind forcing [15,16]; ft is the turbine-induced force on the wind field;
and ex is the unit vector in the x-direction. In Equation (1), the effect of molecular viscosity is neglected
because the Reynolds numbers for ABL flows in wind-energy applications are typically quite high, so that
the effects of unresolved SGS terms dominate over molecular viscous terms [15]. We note that, for large
wind farms, the thermal stability conditions of the ABL can also affect dynamic interactions between wind
farms and the ABL flows (e.g., References [24,25]). For the sake of simplicity and to allow us focus on
studying the effect of sea-surface waves on offshore wind-farm flows, in this study we limited our analysis
to the neutral ABL condition, similar to many prior LES studies of wind farms.

In the current LES model, the effect of the turbine rotor on the wind-velocity field is modeled using
the actuator-disk model [26–29]. Following Meyers and Meneveau [28], turbine-induced force ft (per unit
mass of air) is modeled as:

ft(xi, yj, zk) = −
1
2

Ct

(1− a)2 〈uT〉2d
γi,j,k

∆x
(cos β ex − sin β ez) . (3)
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Here, (xi, yj, zk) denotes the co-ordinates of the discretized LES grid point with index (i, j, k); Ct = 3/4
is the thrust coefficient and a = 1/4 is the induction factor [15,26]; 〈uT〉d is the local reference wind velocity
evaluated by spatial averaging the relative wind-to-rotor velocity (by including the effect caused by the
pitch motion of the floating turbine platform and taking the component perpendicular to the rotor-disk
plane) over all grid points within the turbine disk [15,28]; γi,j,k is the fraction of area overlap between the
grid cell area around point (i, j, k) and the turbine-rotor circle, combined with the bilinear interpolation
coefficient when the turbine-rotor disk plane is not overlapping with the index-i grid plane if the turbine
platform has pitch motion; ∆x is the grid size in the x-direction; β is the pitch angle of the rotor-disk plane
with respect to the vertical plane (defined to be positive towards downwind direction); and ez is the unit
vector in the z-direction. The last term in Equation (3) is included to project the turbine-disk force into the
streamwise and vertical directions based on pitch angle β.

In Equation (1), SGS stress tensor τd is parameterized using the Lilly–Smagorinsky
eddy-viscosity-type model [30,31], τd = −2ντS̃ = −2(cs∆)2|S̃|S̃, where S̃ = (∇ũ + ∇ũT)/2 is the
resolved strain-rate tensor with the superscript ‘T’ standing for the transpose of tensor, ντ is the SGS eddy
viscosity, and ∆ is the LES grid (filter) scale. Smagorinsky coefficient cs is dynamically determined using
the Lagrangian-averaged scale-dependent (LASD) dynamic SGS model, which was chosen because of its
feasibility for modeling turbulent flows with strong spatial inhomogeneity [32]. The LASD model was
successfully applied in several prior LES studies of turbulent flows in wind-turbine array boundary layers
(e.g., References [7,9,15–18]).

For LES of high Reynolds-number wind turbulence, it is impractical to directly resolve the viscous
boundary layer near the water surface. In this study, a wall-layer model was used to model the proper
surface SGS stress for wind velocity to satisfy the no-slip condition, which is given by [8,32,33]:

τd
xz

∣∣∣
z=η̃

= −
[

κ

ln (d2/z0)

]2 ̂̃Ur

(̂̃ur cos αx + ̂̃wr sin αx

)
, (4)

τd
yz

∣∣∣
z=η̃

= −
[

κ

ln (d2/z0)

]2 ̂̃Ur

(̂̃vr cos αy + ̂̃wr sin αy

)
, (5)

where

cos αx = (1 + η̃2
x)
−1/2, sin αx = η̃x(1 + η̃2

x)
−1/2 , (6)

cos αy = (1 + η̃2
y)
−1/2, sin αy = η̃y(1 + η̃2

y)
−1/2 . (7)

Here, η̃(x, y, t) is the instantaneous wave-surface elevation filtered by LES grid scale ∆; κ = 0.4 is
the von Kármán constant; ( ̂̃...) denotes variables filtered at the test-filter scale 2∆; z0 is the sea-surface
roughness associated with unresolved short waves; (̂̃ur, ̂̃vr, ̂̃wr) are the filtered wind velocities relative to
the water surface at the first off-surface grid point (note that, in the current LES, the actual z co-ordinate
value of this grid point varies in time and space due to the wave motions, and d2 denotes its instantaneous
vertical distance to the local wave surface),

̂̃ur,i(x, y, t) = ̂̃ui(x, y, d2, t)− ̂̃us,i(x, y, t) , i = 1, 2, 3 ; (8)

us = (us, vs, ws) is the instantaneous sea-surface wave orbital velocity; and

̂̃Ur(x, y, t) =

√[̂̃ur(x, y, t) cos αx + ̂̃wr(x, y, t) sin αx

]2
+
[̂̃vr(x, y, t) cos αy + ̂̃wr(x, y, t) sin αy

]2
. (9)
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Note that logarithmic-similarity law of the wall is expected to be obeyed by the flow in the averaged
context. Here, to apply it locally in LES, the velocities used in Equations (4) and (5) need to be filtered at
scale 2∆ to suppress unphysical velocity fluctuation near the boundary (see more details in Reference [32]).
A similar filtering treatment was applied in several prior LES studies of ABL flows [15–17,34,35].

The LES model is coupled with a high-order spectral-wave model to obtain the instantaneous
sea-surface wave elevation η and surface orbital velocities us = (us, vs, ws) required for getting the proper
bottom-boundary condition for LES [36]. More details of the HOSM wave model are given in the next
subsection. To simulate the wind field near the wave surface, the LES model uses a time-dependent
boundary-fitted computational grid to follow the instantaneous wave-surface geometry. The simulation
domain with complex bottom-boundary deformation in physical space (t, x, y, z) is transformed to a right
rectangular prism in computational space (t′, x′, y′, z′) using algebraic mapping [36–38]: t′ = t, x′ = x,
y′ = y, z′ = (z− η̃)/(H − η̃), where H is the average domain height.

In this study, we consider the scenario of a very large wind farm in an open-sea environment. In the
streamwise and spanwise directions, we used periodic boundary conditions, and equations are discretized
using a Fourier-series-based pseudospectral method on a collocated grid. In the vertical direction, a free-slip
condition was applied at the top boundary, and the law-of-the-wall Equations (4) and (5) were applied
at the bottom boundary. The equations were discretized using a second-order central finite-difference
scheme on staggered grid points in the vertical direction. The Navier–Stokes equations were advanced in
time using a prediction–correction fractional-step method, in which the momentum equation is integrated
in time using a second-order Adams–Bashforth scheme to obtain a velocity prediction at the new timestep,
and then a Poisson equation was constructed and solved to obtain the pressure field to correct the predicted
velocity field to satisfy the divergence free condition [36].

2.2. High-Order Spectral Simulation of Sea-Surface Waves

Instantaneous sea-surface waves can be efficiently simulated using the high-order spectral
method [39–41]. In this method, wave motions are described in physical space based on potential-flow
theory in which the viscous effect is neglected when modeling wave dynamics. The wave orbital velocity
satisfies uw = ∇Φ, where Φ(x, y, z, t) is the velocity potential. The mass conservation in the wave-flow
field yields continuity equation ∇2Φ = 0. On the sea surface, the wave satisfies both the kinematic and
dynamic free-surface boundary conditions defined at the instantaneous wave surface z = η(x, y, t) using
Zakharov’s equations [42],

∂η

∂t
+∇xyη · ∇xyΦs +

(
1 + |∇xyη|2

) ∂Φ
∂z

∣∣∣∣
z=η

= 0 , (10)

∂Φs

∂t
+ gη +

|∇xyΦs|2

2
+

pa

ρw
− 1

2

(
1 + |∇xyη|2

)( ∂Φ
∂z

∣∣∣∣
z=η

)2

= 0 , (11)

where Φs = Φ|z=η is the surface potential, ∇xy = (∂/∂x, ∂/∂y) is the horizontal gradient, g is the
gravitational acceleration, and ρw is the water density. Pressure term pa accounts for contributions
from both the LES-resolved air dynamic pressure p̃ and the trace of the SGS stress tensor τ,
i.e., pa = p̃ + ρtr(τ)/3 = P̃− ρ|ũ|2/2, where pseudopressure P̃ and LES-resolved velocity ũ are obtained
by solving LES Equations (1) and (2).

In the HOSM, velocity potential Φ is rewritten into a series of perturbation modes Φ(m) with respect
to wave steepness, and surface potential Φs is related to these perturbation modes using Taylor series
expansion with respect to the mean surface level at z = 0. For an open-sea condition, the wave field
is assumed to satisfy periodic boundary conditions in the horizontal directions. Thus, Φ(m) is further
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decomposed using eigenfunction expansion with Fourier modes in the horizontal directions, and its vertical
variation with depth is written directly based on classical wave theories. Full details of the HOSM model
equations and theoretical basis can be found in References [39,40]. To efficiently simulate the complex wave
field, Equations (10) and (11) in the perturbation format were discretized in the horizontal direction using
the Fourier-series-based pseudospectral method, and integrated in time using a fourth-order Runge–Kutta
scheme. At each timestep, after the values of η, Φ, and Φs were computed, and wave orbital velocities at
the sea surface were obtained as [39]:

us(x, y, t) =
∂Φs

∂x
− ∂η

∂x
∂Φ
∂z

∣∣∣∣
z=η

, (12)

vs(x, y, t) =
∂Φs

∂y
− ∂η

∂y
∂Φ
∂z

∣∣∣∣
z=η

, (13)

ws(x, y, t) =
∂Φ
∂z

∣∣∣∣
z=η

, (14)

which are used in bottom-boundary condition Equations (4)–(9) for the LES model.

2.3. Problem Setup

As shown in Figure 1, we use a computational domain of (Lx, Ly, H) = (2100, 1500, 1000)m. Within
this domain, we modeled an Nr × Nc = 3× 3 array of turbines with hub height Hhub = 100 m and rotor
diameter D = 100 m, where Nr and Nc are the number of turbine rows and columns included in the
simulation domain. This corresponds to a streamwise turbine spacing parameter sx = (Lx/Nr)/D = 7 and
spanwise spacing parameter sy = (Ly/Nc)/D = 5 similar to prior LES studies [15,16]. Ratio H/Hhub = 10
was found to be sufficient for avoiding artificial effects from the top boundary to the fluid dynamics in the
turbine layer [15,16,20,28]. In the LES, wind flow is driven by an imposed streamwise pressure gradient
dp∞/dx as in Equation (1), which is related to wind-friction velocity for the unperturbed (i.e., without

a wind-turbine array) ABL flow as u∗ =
√
−(dp∞/dx)H/ρa. In this study, we considered a representative

wind-friction velocity of u∗ = 0.45 m/s [15].
The sea-surface wave field considered in this study consists of two parts, one corresponding to the

background three-dimensional wind waves following the JONSWAP broadband wave spectrum [43]
with peak wavelength λp = 60 m, and the other representing a two-dimensional swell wave train
with wavelength λsw = 233.3 m and steepness 2πasw/λsw = 0.1, where asw is the amplitude of the
swell. The corresponding swell-wave-phase speed is csw = 19.1 m/s and swell period is Tsw = 12.2 s.
We consider the swells propagating in the downwind direction (i.e., the x direction). This setup includes
9 swell waves within the streamwise simulation domain, so that each turbine is located at the same
swell-wave phase for the convenience of statistical analysis using the phase-average method (details
given in Section 3.1). In addition, an SGS roughness length scale z0 = 2 × 10−4 m was imposed at
the wave surface in the LES to represent the effect of unresolved short waves on the wind field [7,8].
We considered two different turbine-platform conditions, one with a fixed turbine (corresponding to
fixed platforms or floating platforms with limited oscillations) [44,45], and the other with a prescribed
swell-induced pitch motion (corresponding to floating platforms that exhibit more oscillations under
strong wave forcing, e.g., the NREL shallow drafted barge platform concept) [46]. We note that accurately
modeling the motions of the floating turbine platform is a very rich and challenging research topic by itself
(e.g., References [47–49]), especially under high sea-state conditions (e.g., Reference [50]). For simplification,
we considered only the dominant pitch motion of the turbine with a steady pitch angle of 4 degrees,
plus a periodic oscillation mode with an amplitude of 5 degrees and a phase angle of −81.9 degrees
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relative to the phase of the swells. Figure 2 illustrates the relation between the turbine pitch motion and
the sea-surface swell waves. Note that the prescribed pitch motion is estimated without considering the
complex interactions between wind, waves, and turbine platform. A more accurate representation of
the turbine motion may be obtained by coupled wind–wave–turbine simulations, which is challenging,
computationally expensive, and a comprehensive research topic by itself. For simplicity, in this study we
limited our analysis to idealized conditions by keeping in mind its limitation on direct applications to
practical offshore-turbine operations. We focused on studying the effect of the prescribed turbine pitch
motion on wake-flow statistics and wind-power extraction rate to obtain useful insights for the potential
impact of platform pitch motion on turbine performance.

Figure 1. Illustration of three-dimensional instantaneous wind- and swell-wave fields in a fully developed
offshore-wind-turbine array boundary layer. Contours of instantaneous streamwise wind velocity are
plotted on the vertical plane across the center of the third column of turbines in the simulation domain. The
turbine rotor disks are illustrated by the black circular disks representing where actuator-disk model forces
are applied. The turbine towers and nacelles (shown in gray color) are also plotted only for illustration
purposes, and their effects were not considered in the simulations.

We note that, in the current simulation setup, all the modeled turbines in the simulation domain
experience the same swell phase at the same time. This configuration was chosen on purpose for the
convenience of calculating swell-phase average statistics, as are discussed in the next section. As can be
found in the statistical results shown in the next section, sufficient streamwise turbine spacing ensures that
the pitch-correlated variations in wind turbulence are only significant in the near-wake region, and are
dissipated by wind turbulence before the wake reaches the next turbine. So, although the choice of domain
size and turbine spacing causes each turbine to be located at identical swell phases during the simulation,
the flow statistics around each turbine presented in the next section are still expected to be representative.
Nevertheless, caution should still be taken in case one needs to obtain statistics of the overall performance
of the entire wind-turbine array when the current artificial “phase-synchronization” configuration is used
for the simulations.
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Figure 2. Illustration of turbine pitch motion caused by swell waves: (a) turbine at its maximum downwind
pitch position when swell’s forward slope arrives and (b) turbine at its maximum upwind pitch position
when swell’s backward slope arrives.

3. Results

3.1. Phase-Average Statistics of Wind Turbulence

Because swell waves have a well-organized long-crest shape and can induce strong distortion
to the wind field near the wave surface, in this study we applied the phase-average method to
quantify the statistics of the turbulent flows and identify their correlation with the swell-wave phase.
For an instantaneous physical quantity resolved by LES, f̃ , its ensemble average at swell phase θl is
obtained as:

〈 f 〉0(x, y, z; θl) =
1

Nt

Nt

∑
n=1

f̃ (x, y, z, tn; θl) , (15)

where tn is the n-th sampling time, and Nt is the total number of sampled snapshots of the flow field
for phase averaging. In Equation (15), each sample is taken at an instant time tn when the swell reaches
the wind turbine at its wave phase θl . Because we configured the simulations to have an equal spacing
of three swell wavelengths between each turbine row, we could further average ensemble average 〈 f 〉0
among each turbine to get final-phase averaged quantity

〈 f 〉(x, y, z; θl) =
1

Nr Nc

Nr−1

∑
nr=0

Nc−1

∑
nc=0
〈 f 〉0(x + nrLx/Nr, y + ncLy/Nc, z; θl) , (16)

where Nr, Nc, Lx and Ly are defined at the beginning of Section 2.3. The corresponding instantaneous
swell-phase dependent fluctuation of f̃ is obtained as

f ′(x, y, z, t; θl) = f̃ (x, y, z, t; θl)− 〈 f 〉(x, y, z; θl) . (17)

When analyzing the current simulation results, swell-phase angle θl (ranging from 0 to 2π for one
swell period) is obtained by performing Fourier transformation for wave-surface elevation η from the
HOSM, and then taking the phase angle from the Fourier mode that corresponds to the 9 swell-wave
periods in the x-direction of the simulation domain as considered in this study. Hereinafter in this paper,
we refer to the phase when the swell trough reaches the turbine as Phase 1, the forward slope as Phase 2,
the crest as Phase 3, and the backward slope as Phase 4. As swell waves propagate in the downwind
direction, these four wave phases consecutively reach the turbine. In this paper, we present the statistical
results obtained from the swell-phase average by showing these four representative phases.

Figure 3 shows the phase-averaged turbulent-flow statistics at Phase 2 for the fixed-wind-turbine case.
For this fixed-turbine case, the turbulence statistics at the other three phases (not shown due to space limit)
are similar, except that the wave-correlated high wind speed and low vertical-velocity variance regions
above the swell trough (Figure 3a,d) shift according to the swell phase. A noticeable swell effect is the high
wind speed above the swell-wave trough [8], which can cause periodic oscillation of wind power [9].
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Figure 3. Statistics of turbulent wind flows for the fixed-turbine case. Statistics were obtained using the
swell-phase average approach. Statistics for Phase 2 (when the forward slope of the swell reaches the
turbine) are plotted: (a) streamwise velocity 〈u〉; (b) Reynolds stress 〈−u′w′〉; (c) streamwise velocity
variance 〈u′u′〉; and (d) vertical velocity variance 〈w′w′〉. Statistical quantities were normalized using
wind-friction velocity u∗. The location of the turbine-rotor disk is indicated by the thick black line.

Figures 4–7 show the phase-average statistics of wind turbulence in the floating turbine case.
Due to the pitch motion of the turbine associated with the strong swell waves, the turbine-rotor-disk
plane periodically flaps back and forth. The turbine rotor thus experiences considerable pitch-induced
variation in the relative wind velocity with respect to the rotor disk in addition to swell-induced
wind-velocity variation near the wave surface, as also observed in the fixed-turbine case (Figure 4).
For the vertical-velocity field (Figure 5), swell waves induce strong disturbance to the wind field near the
wave surface, causing an upward wind motion on the forward slope of the swell crest and downward
wind motion on the backward slope. The pitch motion of the turbine generates periodic oscillation of the
vertical wind velocity around the upper edge of the rotor disk.

The turbine pitch motion not only causes oscillation in the mean velocity field, but also affects
the statistics of turbulence fluctuations. Figures 6 and 7 show streamwise velocity variance 〈u′u′〉 and
vertical velocity variance 〈w′w′〉, respectively. In the statistical analysis, these quantities were calculated
by first calculating phase averages 〈u〉 and 〈w〉 at the desired swell phase according to Equation (15),
then obtaining fluctuations u′ and w′ according to Equation (17), and finally applying the phase average
to u′u′ and w′w′. Streamwise variance 〈u′u′〉 in Figure 6 exhibits some variations near the upper edge
of the turbine rotor that are correlated with the turbine pitch motion, but overall the magnitude and
spatial distribution of 〈u′u′〉 appear to be similar to the result for the fixed-turbine case (Figure 3c). On the
other hand, vertical velocity variance 〈w′w′〉 (Figure 7) and Reynolds stress 〈−u′w′〉 (Figure 8) exhibited
more obvious effects caused by the turbine pitch motion. They both showed apparent phase-correlated
variations around and in the near wake of the upper edge of the turbine-rotor disk. The comparison
between Figures 3d and 7 also indicates that the swell-induced turbine pitch motion increased the
magnitude of 〈w′w′〉 by ∼15% near the rotor disk, and by ∼5% in the wake flow further downstream.
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Figure 4. Swell-phase averaged streamwise wind velocity 〈u〉 at four representative swell phases for
pitching-turbine case: (a) trough (Phase 1); (b) forward slope (Phase 2); (c) crest (Phase 3); and (d) backward
slope (Phase 4). Turbine-rotor-disk location indicated by thick black line.

Figure 5. Swell-phase averaged vertical wind velocity 〈w〉 at four representative swell phases for
pitching-turbine case: (a) trough (Phase 1); (b) forward slope (Phase 2); (c) crest (Phase 3); and (d) backward
slope (Phase 4). Turbine-rotor-disk location indicated by thick black line.
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Figure 6. Swell-phase averaged streamwise wind-velocity variance 〈u′u′〉 at four representative swell
phases for pitching-turbine case: (a) trough (Phase 1); (b) forward slope (Phase 2); (c) crest (Phase 3); and
(d) backward slope (Phase 4). Turbine-rotor-disk location indicated by thick black line.

Figure 7. Swell-phase averaged vertical wind-velocity variance 〈w′w′〉 at four representative swell phases
for pitching-turbine case: (a) trough (Phase 1); (b) forward slope (Phase 2); (c) crest (Phase 3); and
(d) backward slope (Phase 4). Turbine-rotor-disk location indicated by thick black line.
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Figure 8. Swell-phase averaged Reynolds stress 〈−u′w′〉 at four representative swell phases for
pitching-turbine case: (a) trough (Phase 1); (b) forward slope (Phase 2); (c) crest (Phase 3); and (d) backward
slope (Phase 4). Turbine-rotor-disk location indicated by thick black line.

3.2. Wind-Power Extraction Rate

Based on the actuator-disk model, the total thrust force induced by a wind turbine can be
written as [15]:

Ft = −
1
2

ρa
CT

(1− a)2 〈uT〉2d
π

4
D2 . (18)

where 〈uT〉d is the disk averaged reference wind velocity that includes the contribution from both the
incoming wind and the pitch motion of the turbine rotor. Following Calaf et al. [15], the wind-power
density extracted by an individual wind turbine can then be obtained based on

Pm,n = −
(Ft〈uT〉d)m,n

ρasxsyD2 =
1

sxsy

(
πCT〈uT〉3d
8(1− a)2

)
m,n

, (19)

where subscript ‘(m, n)’ refers to the turbine located at the m-th row and n-th column. Because the
simulated turbines in this study experience the same swell phase due to the simulation setup explained
in Section 2.3, we further averaged the extracted wind-power density among different turbines without
losing swell-phase dependence, which gives

PT =
1

NrNc

Nr

∑
m=1

Nc

∑
n=1

Pm,n . (20)

Figure 9 shows the time series of PT for the fixed- and floating-turbine cases by sampling PT with a time
interval of Tsw/10. In both cases, PT exhibited considerable oscillation correlated with the swell-wave phase.
In the fixed-turbine case (Figure 9a), the oscillation of PT was mainly due to the low-level jet (i.e., high-speed
wind near the wave surface) in the streamwise wind velocity above the swell wave trough (Figure 3a) [9].
Due to the phase of this low-level jet, in the fixed-turbine case, PT oscillates to its maximum when the swell
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trough arrives and reaches its minimum when the crest arrived (Figure 9a). When swell-induced turbine
pitch motion was included, PT still exhibited clear swell-phase-dependent oscillation, but the phase angle
was shifted by nearly 180 degrees. As shown in Figure 9b, in the floating-turbine case, PT reached the
maximum when the swell crest arrived, and reached the minimum when the trough arrived, which is
opposite to that in the fixed-turbine case.
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Figure 9. Time series of averaged extracted power density PT of an offshore wind farm for a (a) fixed
turbine and (b) floating turbine in swell-wave condition. Power density is normalized by wind-friction
velocity u∗, and time t is normalized by swell-wave period Tsw. The solid line is for PT and dashed line
indicates the swell phase. For illustration purposes, the amplitude of the swell was not plotted to scale.

To help understand the change of the phase in PT oscillating mode, we decomposed disk averaged
reference wind velocity 〈uT〉d = 〈uwind〉d − 〈uturbine〉d, where 〈uwind〉d is the disk averaged incoming wind
velocity, and 〈uturbine〉d is the disk averaged velocity of the turbine pitch motion, where 〈uturbine〉d > 0
when the turbine disk flaps toward the downwind direction (e.g., from Phase 4 in Figure 4d to Phase 1
in Figure 4a, and then to Phase 2 in Figure 4b). Figure 10 shows the time series of these three velocities.
While 〈uwind〉d is the maximum above the trough (e.g., at t/Tsw = 8 in Figure 10), the turbine-rotor
disk also flaps toward the downwind direction at its maximum speed. The combined effect results in
a reversed phase in 〈uT〉d with respect to 〈uwind〉d for the pitch-motion magnitude considered in this
study. We note that, for other types of floating platforms that have different phase dependence for their
floating motions with respect to the swell waves, the resultant oscillation of the turbine power-extraction
rate may have swell-correlated oscillation with different magnitude and phase dependence compared
to the case considered in this study. Nevertheless, the results reported here illustrate a possible scenario
for which turbine pitch motion induces a noticeable effect to the power-extraction rate. Because PT is
directly related to turbine force Ft, the results shown in this study also suggest that it may be important to
take into account swell-phase correlated wind-load oscillation together with swell-induced pitch motion
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when performing structure analysis and applying a control algorithm for offshore floating wind turbines
(e.g., References [51,52]).
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Figure 10. Time series of turbine-rotor-disk averaged velocity components for the floating-turbine case.
Here, 〈uwind〉d is the averaged incoming wind velocity (dashed line), 〈uturbine〉d is the turbine rotor velocity
caused by the swell-induced pitch motion (dash-dot line), and 〈uT〉d = 〈uwind〉d − 〈uturbine〉d (solid line).
Values for 〈uT〉d and 〈uwind〉d are shown on the vertical axis plotted on the left side (ranging from 7.5 to 8.5,
and values for 〈uturbine〉d are shown on the vertical axis plotted on the right side (ranging from −0.5 to 0.5).

4. Conclusions

Offshore wind turbines deployed in deep-water regions are usually designed to be installed on
floating platforms. Under strong wave and wind forcing conditions, the platform can exhibit considerable
oscillating motions that can affect wind-turbine performance and structure dynamics. In this study,
we performed numerical experiments and statistical analysis to study the effect of swell-wave-induced
turbine pitch motion on the statistics of wind turbulence around the turbine and the wind-power extraction
rate. We considered a sea-surface wave field consisting of a background broadband wind-wave field and
a strong swell-wave train with O(200)m wavelength and 0.1 steepness propagating in the downwind
direction. To study the effects of turbine pitch motion on wake turbulence statistics and wind-power
extraction, we considered a reference case with fixed wind turbines and a floating-turbine case in which
swell-induced turbine pitch motion was considered. Because the motions of the turbine platform can be
affected by many factors, such as wind, waves, tides, ocean currents, platform geometry, and mooring
system, actual turbine motions in real offshore operational environments are highly complicated. Modeling
turbine-platform dynamics with all these factors considered is a comprehensive research topic by itself.
For the sake of simplicity for both the simulation and data analysis, in this study we only considered the
dominant pitch-motion mode, consisting of a mean pitch angle of 4 degrees due to mean wind forcing,
and a swell-correlated pitch with a magnitude of 5 degrees and a phase of −81.9 degrees relative to the
swell-wave phase. The turbine pitch motion is prescribed in the simulation.

To capture the effect of surface waves and turbine pitch motion on wind–turbine interactions,
we employed a hybrid numerical model that couples the LES of wind turbulence with the HOSM of
sea-surface waves. We focused on using the swell-phase averaging approach to obtain flow statistics
that revealed strong swell-phase correlation in turbulence statistics and extracted power density by
wind turbines. For both the fixed- and floating-turbine cases considered in this study, the strong swell
waves generated apparent swell-correlated variation in turbulence statistics such as phase-averaged wind
velocities, velocity variance, and Reynolds stress. Comparison between the fixed- and floating-turbine
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cases showed that swell-induced turbine pitch motion causes noticeable oscillations of vertical-velocity
variance and Reynolds stress, as well as an increase in magnitude for the vertical-velocity variance around
the upper edge of the turbine rotor by ∼15%. The periodically occurring high-speed wind above the
swell troughs results in swell-correlated oscillation in extracted power density PT in the fixed-turbine
case. With the turbine pitch motion modeled in this study, the phase dependence of PT on swell waves
was shifted by nearly 180 degrees due to the combined effects of swell-induced wind-velocity oscillation,
and turbine-rotor-disk velocity due to pitch motion.
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