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Abstract: For operational management of power plants, it is desirable to possess more precise
short-term load forecasting results to guarantee the power supply and load dispatch. The empirical
mode decomposition (EMD) method and the particle swarm optimization (PSO) algorithm have been
successfully hybridized with the support vector regression (SVR) to produce satisfactory forecasting
performance in previous studies. Decomposed intrinsic mode functions (IMFs), could be further
defined as three items: item A contains the random term and the middle term; item B contains the
middle term and the trend (residual) term, and item C contains the middle terms only, where the
random term represents the high-frequency part of the electric load data, the middle term represents
the multiple-frequency part, and the trend term represents the low-frequency part. These three items
would be modeled separately by the SVR-PSO model, and the final forecasting results could be
calculated as A+B-C (the defined item D). Consequently, this paper proposes a novel electric load
forecasting model, namely H-EMD-SVR-PSO model, by hybridizing these three defined items to
improve the forecasting accuracy. Based on electric load data from the Australian electricity market,
the experimental results demonstrate that the proposed H-EMD-SVR-PSO model receives more
satisfied forecasting performance than other compared models.

Keywords: empirical mode decomposition (EMD); particle swarm optimization (PSO) algorithm;
intrinsic mode function (IMF); support vector regression (SVR); short term load forecasting

1. Introduction

Due to the characteristic of being not easy to reserve, electricity suppliers need precise short
term load forecasting results to guarantee the power supply and load dispatch of power plants and
security strategies. On the user side, accurate short term load forecasting guides the user to efficiently
consume (saving electricity usage expenditures) the electricity between peak and valley periods.
As mentioned in a recent paper [1], a 1% improvement in forecasting accuracy would have an annual
operational benefit.

There are abundant studies proposing ways to improve electric load forecasting accuracy in
the literature, which are classified into two categories: statistical models and intelligent models.
Statistical models, including the ARIMA model [2–4], regression model [5–7], exponential smoothing
model [8–10], Kalman filtering model [11,12], and Bayesian estimation models [13,14], etc., are well
known. These statistical models are superior choices to deal with simple linear electric load patterns,
such as their increasing tendency. For example, Scarpa and Bianco [12] applied a Kalman filter to
validate the natural gas consumption forecasting results by a standard regression technique in the
Italian residential sector. Their forecasting results for 2030 indicate that there is only a difference of
about 0.05% with these two models, and even when the forecasting window is extended out to 2040,
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the obtained forecasts demonstrate slow divergence. However, as mentioned above, these models
are theoretically based on the assumption of linear electric loads, so they can hardly deal well with
more complicated relationships among electric loads. Recently, Bianco et al. [15] proposed a very
different analysis on the inequality of the consumption of electricity in the period 2008–2016 within the
European Union. They used the Theil index as a synthetic measure of the inequality of the electricity
consumption to analyze in detail the sources of inequality according to the level of GDP per capita.
They concluded that as GDP is considered as the weighting variable with an increasing trend, energy
consumption is not equally distributed among the countries according to their GDP; on the contrary,
energy consumption tends to be distributed like the population when population is weighted with the
decreasing trend.

Since the 1980s, intelligent models are also well researched, including artificial neural networks
(ANNs) [16–19], expert system models [20,21], and fuzzy system models [22–24]. These models could
obtain some level of improvement in load forecasting accuracy. However, these models almost all
have inherent drawbacks which limit the scope and breadth of these models’ applications. Recently,
these intelligent models have been hybridized or combined with other superior intelligent techniques
to effectively overcome the inherent shortcomings, and these hybridized or combined methods have
received higher attention [25–30]. As indicated in Fan et al. [31] these hybrid or combined models
have three classic types: (1) hybridizing or combining these intelligent models with each other [25,26];
(2) hybridizing or combining them with statistical models [27,28]; and (3) hybridizing or combining
them with evolutionary algorithms [29,30]. It is feasible to apply one of these three types to achieve
more accurate forecasting results. However, these hybrid or combined models also have several
inherent shortcomings within these hybridized or combined theoretical mechanisms, such as time
consuming searching, and getting trapped into local optima, i.e., prematurity problems [32].

Due to its superior learning capacity for non-linear modelling, the support vector regression (SVR)
model has been successfully used to deal with electric load forecasting [32–37]. In the meanwhile,
to overcome the premature convergence problem during the non-linear optimization process while
its three parameters are determined. Recently, a series of evolutionary algorithms hybridized with
an SVR model have been proposed by Hong and his colleagues [32–39]. Among those employed
algorithms, the particle swarm optimization (PSO) algorithm is not only easily implemented, but
also it is more appropriate to solve real problems. In addition, to allow equal comparison conditions
between this study and Fan et al. [35], this paper also uses the PSO algorithm to determine the three
parameters of each SVR-based model. Recently, the empirical mode decomposition (EMD) method [40]
was employed to effectively extract the basic components from non-linear (or non-stationary) time
series into a series of single and apparent components [41]. The EMD technique has also been used in
many application fields [40–43]; in addition, it is also applied to extract several detailed components
from electric load data sets with several associate intrinsic mode functions (IMFs). Then, for each
IMF, load can be forecast by an SVR model with only one suitable kernel function, hence successfully
improving the forecasting performance, as demonstrated in Fan et al. [35]. However, these IMFs contain
random IMF and residual IMF, respectively. Due to different compositions, these two kind of IMFs
should be modeled by the SVR model separately to effectively improve the forecasting performance.

In this paper, based on the theoretical knowledge of the EMD, the PSO algorithm, and the
SVR-based model, the authors propose a new combined model, namely the hybrid EMD-SVR-PSO
model (H-EMD-SVR-PSO), to achieve a satisfactory improved forecasting performance. The principal
idea is illustrated as follows: Firstly, we apply the EMD to decompose the electric load data into nine
IMFs. Secondly, these IMFs are further divided into three categories, the random term, the middle term,
and the trend (residual) term, respectively; the first term represents the high-frequency part of the
electric load data, the middle term represents the multiple-frequency part, and the trend term represents
the low-frequency part. Thirdly, we define the following items: “A” contains the random term plus the
middle term, “B” contains the middle term plus the trend (residual) term, “C” only contains the middle
term, and “D” contains all decomposed IMFs. Fourthly, items A, B, C, and D are modeled separately
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by the SVR-PSO model proposed in [35]. For item A, the middle term contains multiple frequencies,
so it can effectively neutralize the volatility of the random item, thus, it would have a good effect
by using the SVR-PSO model. For item B, the trend term could be fine-tuned under the non-linear
action of the middle term, it is also very effective by using the SVR-PSO model. For item C, it is
suitably modeled by the SVR-PSO model. Finally, for item D, the electric load forecasting results with
complete decomposed effects are calculated by the forecasting values of A + B − C, i.e., D = A + B − C.
The proposed H-EMD-SVR-PSO model has the following capabilities: (1) the capability of smoothing
and reducing the noise (inherited from EMD); (2) the capability of filtering datasets and improving
microcosmic forecasting performance (inherited from the SVR-PSO model); and (3) the capability of
effectively forecasting the macroscopic outline and future tendencies (inherited from the SVR-PSO
model). The forecasting outputs obtained by using the hybrid method will be described in the
following sections.

In addition, to demonstrate the superiority of the proposed model, the employed electric load data,
collected from New South Wales (Australia) in two different sample sizes with 0.5-h type (i.e., 48 data
points a day), are used to compare the forecasting performance among the proposed model and
other compared models, namely, the original SVR model and the SVR-PSO model (hybridizing
the PSO algorithm with the SVR model). The experimental results indicate that the proposed
H-EMD-SVR-PSO model has the following advantages: (1) it simultaneously satisfies the need for high
accuracy forecasting results and interpretability; (2) the proposed model can tolerate more redundant
information than the original SVR model, thus, it has better generalization ability.

This paper is organized as follows: a brief introduction of the proposed H-EMD-SVR-PSO model
is illustrated in Section 2. Section 3 presents the experimental results among other compared models
proposed in the existing papers. Section 4 concludes this paper.

2. The Proposed H-EMD-SVR-PSO Model

2.1. The Empirical Mode Decomposition (EMD) Technique

The EMD assumes that the original data set is derived from its inherent characteristics, and it can
be decomposed into several intrinsic mode functions (IMFs) [40]. Each decomposed IMF, it should
satisfy these two conditions: (1) each IMF has only one extreme value among continuous zero-crossings;
(2) the mean value of the envelope (see below) of the local maxima and local minima should be zero.
Thus, the EMD can effectively avoid premature convergent problem. For the original data set, x(t),
the detailed decomposition processes of the EMD are briefly described as follows:

Step 1: Recognize. Recognize all maxima and minima of the data set, x(t).
Step 2: Mean Envelope. Use two cubic spline functions to connect all maxima and minima of the

data set, x(t), to fit out the upper envelope and lower envelope, respectively. Then, calculate the mean
envelope, m1, by taking the average value of the upper envelope and the lower envelope.

Step 3: Decomposing. Produce the first IMF candidate, c1, by taking that the data set x(t) subtract m1,
as illustrated in Equation (1):

c1 = x(t)−m1 (1)

If c1 does not meet the two conditions of IMF, then, it could be viewed as the original data set,
and m1 would be zero. Repeat the above evolution k times, the k-th component, c1k, is illustrated by
Equation (2):

c1k = c1(k−1) −m1k (2)

where c1k and c1(k-1) are the data set after k times and k − 1 times evolutions, respectively.
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Step 4: IMF Identify. If c1k satisfies the condition of the standard deviation (SD) for the k-th
component, as shown in Equation (3), then, c1k can be identified as the first IMF component, IMF1:

SD =
T

∑
t=1

∣∣∣c1(k−1)(t)− c1k(t)
∣∣∣2

c2
1k(t)

∈ (0.2, 0.3) (3)

where T is the total number of the data set.
After IMF1 is identified, a new series, d1, by subtracting IMF1 (as shown in Equation (4)), would

continue the decomposition procedure:

Sd1 = x(t)− IMF1 (4)

Step 5: IMF Composition. Repeat above Steps 1 to 4, until there are no new IMFs can be decomposed
from dn. The decomposition details of these n IMFs are illustrated in Equation (5). Obviously, as shown
in Equation (6), the series, dn, is the remainder of x(t), i.e., it is also the residual of x(t):

d1 = x(t)− IMF1

d2 = d1 − IMF2

dn = dn−1 − IMFn

(5)

x(t) =
n

∑
i=1

IMFi + dn (6)

2.2. The Hybrid Support Vector Regression with Particle Swarm Optimization (SVR-PSO) Model

The brief modeling processes of the hybrid SVR-PSO model are as follows: the given non-linear
electric load data set, {xi, yi}N

i=1 (where xi ∈ <n and represents the actual electric load data), is mapped
to a high dimensional feature space (<nh ) where theoretically exists a linear function, f (x), the so-called
SVR function (as shown in Equation (7)), to formulate the nonlinear relationship among the electric
load data set:

f (x) = wT ϕ(x) + b (7)

where ϕ(x) : <n → <nh is the mapping function. The w and b are adjustable coefficients; they could
be determined during the SVR optimization modeling process. Based on the SVR theory, it aims to
solve the quadratic optimization problem with inequality constraints as shown in Equation (8):

Min
w,b,ξ,ξ∗

R(w, ξ, ξ∗) =
1
2

wTw + c
N

∑
i=1

(ξi + ξ∗i ) (8)

with the constraints:
yi −wT ϕ(xi)− b ≤ ε+ ξ∗i
−yi + wT ϕ(xi) + b ≤ ε+ ξi
ξi, ξ∗i ≥ 0 i = 1, 2 . . . , N

where 1
2 wTw is used to maximize the distance of two separated training data; C is used to measure the

flatness of the SVR function; ε is the width of the so-called ε-insensitive loss function, which defines
the loss is zero only if the forecasting value is within the range of ε; two positive slack variables, ξ and
ξ∗, are used to demonstrate the training statuses, training error above ε, denotes as ξ∗, training error
below –ε, denotes as ξ. After solving the quadratic problem, Equation (8), the solution of the weight,
w, in Equation (7) is computed by Equation (9):

w =
N

∑
i=1

(αi − α∗i )ϕ(x) (9)
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where αi and α∗i are the Lagrangian multipliers.
Eventually, the SVR function is estimated as Equation (10):

f (x) =
N

∑
i=1

(αi − α∗i )K(x, xi) + b (10)

where K(x, xi) is a kernel function, which is computed as K(x, xi) = ϕ(x) ◦ ϕ(xi), the operator, “◦”,
means the inner product of two vectors, x and xi. Any functions that meet Mercer’s condition [44]
can play the role of the kernel function. Because of simply implementation, the Gaussian function,
K(x, xi) = exp

(
−||x− xi||2/2σ2), is also employed in this study. Therefore, there are totally three

parameters, ε, σ and C, in the Gaussian kernel-based SVR model, excellent determination of these
three parameters would play the critical role in improving the forecasting accuracy of the SVR model.
Authors have conducted a series of researches using different algorithms to determine these three
parameters. For comparison with Fan et al. [35], this study also uses the PSO algorithm to look for
suitable parameters of the SVR model.

Based on the simple design: each particle flies in the feature space to search for a better position,
by simultaneously adjusting the direction from its local search and the global search of the swarm at
each generation, particle swarm optimization (PSO) algorithm has been widely applied in optimization
modeling process. The modeling processes of the SVR-PSO model are briefly summarized below:

Step 1: Initialization. Randomly initialize the population, the positions, and the velocities of the
three particles (σ, ε, C) in the n-dimensional feature space.

Step 2: Initial fitness. Calculate the fitness using the three initialized particles. The initial local
fitness, f (lo-best)i, is based on the own best position of the three particles. The initial global fitness,
f (glo-best)i, is based on the global best position of the three particles.

Step 3: Position update. Update the velocities and the positions of the three particles by Equations
(11) and (12), the associate fitness is also renewed.

V(k)
i = l(k)i ∗V(k)

i−1 + q1 ∗ rand(·) ∗
(

p(k)
(lo−best)i−1 − X(k)

i−1

)
+ q2 ∗ Rand(·) ∗

(
P(k)
(glo−best)i−1 − X(k)

i−1

)
(11)

where q1 and q2 are positive constants; rand(·) and Rand(·) are independently uniformly distributed
random variables with range [0, 1]; p(k)

(lo−best)i is the own best position of the kth particle; P(k)
(glo−best)i

is the global best position of the kth particle; X(k)
i is the position of the kth particle; k = σ, ε, C;

i = 1,2, . . . ,N.
X(k)

i = X(k)
i−1 + V(k)

i−1 (12)

The inertia weight is also applied the linear decreasing function [35], as shown in Equation (13).

l(k)i = α∗l(k)i−1 (13)

where α is a constant, it is less than 1 and is approximate to 1.
Step 4: Fitness Value Update. Use the updated positions of the three particles to calculate the

current fitness value, and compare with f (lo-best)i. If the current fitness value is superior, then, update
the new fitness value. In this study, the fitness value (forecasting error) is computed by the mean
absolute percentage error (MAPE) and the root mean square error (RMSE), as shown in Equations (14)
and (15), respectively:

MAPE =
1
N

N

∑
i=1

∣∣∣∣yi − fi
yi

∣∣∣∣× 100% (14)

RMSE =

√
∑N

i=1(yi − fi)
2

N
(15)
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where N is the total number of electric load data; yi is the actual load at comparing point i; fi is the
forecasted load at comparing point i.

Step 5: Recognize the Best Solution. If the current fitness value is also superior to f (glo-best)i, then,
the best solution is recognized in the current iteration.

Step 6: Stopping Criteria. The forecasting error indexes (MAPE and RMSE) can be served as the
stopping criteria, if the values of these two indexes are reached the required standards, then, the latest
f (glo-best)i can be recognized as the final solution; otherwise go back to Step 3.

2.3. The Full Procedure of the Proposed H-EMD-PSO-SVR Model

The full procedure of the proposed H-EMD-PSO-SVR model is demonstrated in Figure 1 and is
briefly described as follows:
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Step 1: Decomposed the input data by EMD. Each electric load data set (i.e., the input data) is
decomposed into a number of IMFs. As mentioned above, these IMFs are further divided into three
categories, the random term, the middle term, and the trend (residual) term, respectively. The first term
represents high-frequency part of the electric load data, the middle term represents multiple-frequency
part, and the trend term represents the low-frequency part.

Furthermore, we define the following items: (1) “A”, which contains the random term plus the
middle term; (2) “B”, which contains the middle term plus the trend (residual) term; (3) “C”, which
only contains the middle term; and (4) “D”, which contains all decomposed IMFs.

Step 2: SVR-PSO modeling. The SVR-PSO model is used to forecast the three items (A, B, C and D)
separately, as shown in Figure 1. For the relevant settings of the SVR-PSO model in the modeling
processes, such as different sizes of fed-in/fed-out subsets, the initial population, the positions, and
the velocities for three particles (parameters) readers may refer to Section 2.2 to receive more details of
the SVR-PSO model.
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Step 3: Forecasting by the H-EMD-SVR-PSO model. The forecasting values of the three items (A, B
and C) are received separately from their associated SVR-PSO models. Then, the final electric load
forecasting results (with complete decomposed effects, i.e., the item (D) can be eventually calculated
by the forecasting values of A + B − C.

3. Experimental Examples

3.1. Data Sets of Experimental Examples

The electric load data set is collected from New South Wales (NSW) market in Australia.
It is used to illustrate the superiority and generality of the proposed H-EMD-SVR-PSO model.
In addition, to present the overtraining effect for different data sizes, this paper also divides the
data set into two different data sizes, the small sample and the large sample, respectively.

For the small sample, the proposed model is trained by the collected electric load from 2 to 7 May
2007 (in total 288 load data points), and the testing data is on 8 May 2007 (in total 48 load data points).
As mentioned the load data is based on 0.5-h basis, there are 48 data a day. On the other hand, for the
large sample, there are totally 768 load data from 2 to 17 May 2007 as the training data, the testing load
data is from 18 to 24 May 2007 (in total 336 load data).

3.2. Parameter Settings of the SVR-PSO Model

To be based on the same comparison condition, the controlled parameters in the PSO algorithm
are set as the same in Fan et al. [35] as follows: for the small sample, the maximum iteration number
(itmax) is 50, number of particles is 20, length of particle is 3, weight q1 and q2 are set as 2; for the
large sample, the maximum iteration number (itmax) is 20, number of particles is 5, length of particle
is 3, weight q1 and q2 are also set as 2; for original sample, the maximum iteration number (itmax)
is 300, number of particles is 30, length of particle is 3, weight q1 and q2 are set as 2. The search
ranges of C and σ in the SVR-PSO model, for all sample sizes, are all set as [Cmin, Cmax] = [0, 200] and
[σmin, σmax] = [0, 200], respectively.

3.3. Forecasting Accuracy Indexes

This study uses four forecasting accuracy indexes to evaluate the forecasting performances of
the proposed model against other compared models. These four indexes are: (1) the mean absolute
percentage error (MAPE), the root mean square error (RMSE), the mean absolute error (MAE), and the
correlation coefficient (R). The definitions are shown in Equations (14) to (17), respectively:

MAE =
∑N

i=1|yi − fi|
N

(16)

R =
∑N

i=1(yi − y)
(

fi − f
)

√
∑N

i=1(yi − y)
√

∑N
i=1

(
fi − f

) (17)

where N is the total number of electric load data; yi is the actual load at comparing point i; y is the
average actual load; fi is the forecasted load at comparing point i; f is the average forecasted load.

3.4. Decomposition Results after EMD

After decomposition by the EMD technique, it is obvious that the large sample data can be
classified in nine terms. These nine decomposed terms are demonstrated in Figure 2a–i, in which
the first term, Figure 2a, is the random term, the last term, Figure 2i, is the trend (residual) term.
It is similar to the decomposed results for the small sample data, the detailed results of which can be
seen in Fan et al. [35].
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Figure 2. The decomposed items for the large sample data. (a) IMF1 (the random term); (b) IMF2
(the middle term 1); (c) IMF3 (the middle term 2); (d) IMF4 (the middle term 3); (e) IMF5 (the middle
term 4); (f) IMF6 (the middle term 5); (g) IMF7 (the middle term 6); (h) IMF8 (the middle term 7); and
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3.5. Forecasting Results by the SVR-PSO Model for Three Defined Items

Figure 3 is the raw data of the large sample. It demonstrates the fluctuation characteristics,
such as non-linearity and multiple peaks and valleys. The trend (residual) term is difficult to capture.
The non-stationarity characteristics of data implies the dynamics between various time periods in the
data sequence, which may change the correlation between the past time period and the future period.
Thus, the dynamic changing process is unable to be dealt well only by a single time series analysis
model. However, it is useful to apply the EMD technique to reduce the non-stationarity. In addition,
the noisy level fluctuation also varies in different time periods in the time series data, particularly
for the random term, which demonstrates the disturbing details of the continuous changes. A single
time series model could encounter local under-fitting or over-fitting problems extracting features from
different time periods with various noisy levels.

The SVR model is very adaptive to solve such continuous changing details of time series
forecasting problems. To reduce the performance volatility with different parameters of the SVR
model, the PSO algorithm is appropriate to optimize the combination of the parameters. Particularly,
the rolling-based procedure [34], is employed in the training stage to assist the PSO algorithm to
find the most appropriate parameters combination of an SVR model. Firstly, as mentioned above,
the decomposed IMFs are defined to form the following items, A, B, C and D. These four items are
simultaneously modeled by the SVR-PSO model, and the suitable parameter combination for the four
items in the small and the large samples are illustrated in Table 1.
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Table 1. The optimized parameters of the SVR-PSO model for different items in both samples.

Sample Size/Defined Items
The Parameters of

an SVR Model

σ C ε

The small sample data
Item A: the random term + the middle term 0.14 89 0.0022

Item B: the middle term + the trend (residual) term 0.14 88 0.0020
Item C: the middle term 0.15 91 0.0025

Item D: A + B − C (all IMFs, i.e., complete decomposed effects) 0.15 92 0.0025
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Item D: A + B − C (all IMFs, i.e., complete decomposed effects) 0.20 98 0.0012

The performances for different defined items in the training and testing (forecasting) sets for the
small and the large samples are demonstrated in Figures 4 and 5, respectively.
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Figure 4. Comparison the forecasting results for different defined items by the SVR-PSO model
(the small sample; one-day ahead forecasting on 8 May 2007). (a) Item A: the random term + the middle
term; (b) Item B: the middle term + the trend (residual) term; (c) Item C: the middle term; (d) Item D:
A + B − C (all IMFs, i.e., complete decomposed effects).
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Figure 5. Comparison the forecasting results for different defined items by the SVR-PSO model
(the large sample; one-week ahead forecasting on 18 to 24 May 2007). (a) Item A: the random term +
the middle term; (b) Item B: the middle term + the trend (residual) term; (c) Item C: the middle term;
(d) Item D: A + B − C (all IMFs, i.e., complete decomposed effects).
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The values of different forecasting indexes for different defined items in the training and testing
stages for the small and the large samples are illustrated in Table 2. It is obviously that the forecasting
performance of all items are outstanding, particularly for items A and B, whose forecasting accuracies
are almost zero in terms of the square of RMSE. The results imply that the decomposition effects of
the EMD technique are useful to increase the forecasting performance from the data composition
side. In addition, the forecasting accuracy of the item D by the SVR-PSO model is also superior to the
one achieved by the original SVR model. It also indicates that the optimization effects from the PSO
algorithm are helpful to improve the forecasting accuracy from the parameter selection side.

Table 2. Summary of the forecasting results for each defined items.

Forecasting
Accuracy
Indexes

The Defined Items

Item A
(by SVR-PSO)

Item B
(by SVR-PSO)

Item C
(by SVR-PSO)

Item D
(by SVR-PSO)

Item D
(by SVR)

The Small Sample

RMSE2

(training stage)
0.0001936 0.0001635 0.0029 0.0009 0.0021

RMSE2

(testing stage)
0.0001806 0.0001641 0.0033 0.0011 0.0026

R (training stage) 0.9993 0.9995 0.9888 0.9884 0.9871
R (testing stage) 0.9994 0.9995 0.9867 0.9881 0.9890

The Large Sample

RMSE2

(training stage)
0.0001280 0.0001090 0.0007 0.0007 0.0012

RMSE2

(testing stage)
0.0002281 0.0002814 0.0033 0.0096 0.0099

R (training stage) 0.9994 0.9994 0.9962 0.9965 0.9916
R (testing stage) 0.9992 0.9991 0.9982 0.9756 0.9912

3.6. Analyses of Forecasting Accuracy and the Relevant Applications

For the small sample, the forecasting results of the original SVR model, the SVR-PSO model, and
the proposed H-EMD-SVR-PSO model are demonstrated in Figure 6a. It indicates that the forecasting
curve of the proposed H-EMD-SVR-PSO model fits closer than other compared models. For the large
sample, Figure 6b illustrates the forecasting results obtained from the proposed H-EMD-SVR-PSO
model fits better than other compared models, particularly for those peak load values. In addition, from
the local enlarged figure (Figure 7), the peak points of the small and the large samples demonstrate
that the proposed H-EMD-SVR-PSO model can capture the mutative changes of the electric loads
and can provide effective forecasting the reduced situation of electricity demand, thus, successfully
reducing the losses of the power company.
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Furthermore, the proposed H-EMD-SVR-PSO model has better generalization ability than other
compared models. The comparison results are summarized in Table 3.

Table 3. Summary of results of the forecasting models.

Compared Models MAPE RMSE MAE Running Time (s)

The Small Sample

Original SVR [32] 11.70 145.87 10.92 180.4
SVR-PSO [32] 11.41 145.69 10.67 165.2
PSO–BP [32] 10.91 142.26 10.14 159.9
SVR-GA [35] 13.52 150.38 11.88 171.3

EMD-SVR-AR [32] 9.86 117.16 9.10 80.7
EMD-PSO-GA-SVR [35] 9.09 123.38 9.19 135.7

H-EMD-SVR-PSO 10.01 125.38 9.75 120.5

The Large Sample

Original SVR [32] 12.88 181.62 12.05 116.8
SVR-PSO [32] 13.50 271.43 13.07 192.7
PSO–BP [32] 12.24 175.24 11.36 163.1
SVR-GA [35] 14.31 183.57 15.31 195.7

EMD-SVR-AR [32] 5.10 134.20 9.82 162.0
EMD-PSO-GA-SVR [35] 3.92 142.41 9.04 179.1

H-EMD-SVR-PSO 5.83 130.17 9.56 167.4

The proposed model is also compared with other alternative models proposed in references [32]
and [35]. Firstly, the general observation in both samples is that the proposed model tends to fit closer
to the actual electric load values with a smaller forecasting error. In addition, it is also found that
proposed model outperforms the compared models (except EMD-SVR-AR and EMD-PSO-GA-SVR
models) in terms of all the used forecasting accuracy indexes and the running times.

For the small sample, the proposed H-EMD-SVR-PSO model outperforms the original SVR model,
SVR-PSO model [32], PSO-BP model [32], and SVR-GA model [35]. A slight forecasting accuracy index
value behind the EMD-SVR-AR model [32] and EMD-PSO-GA-SVR model [35], i.e., the advantages of
this kind of EMD-SVR-based models are superior to other SVR-based models, however, they are
not much different in forecasting performance due to their use of the same hybridization structure.
In the running time comparison, these kinds of EMD-SVR-based models often have high running
speed, however, the running time would increase when the number of hybridizing techniques is large
or the hybridized technique is very complicate in computing terms, such as the EMD-PSO-GA-SVR
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model which is the most time consuming among these three EMD-SVR-based models; on the contrary,
when the number of hybridizing techniques is small or the hybridized technique is easy to model,
such as the EMD-SVR-AR model is the most time saving among these EMD-SVR-based models.

On the other hand, from Table 3, the forecasting accuracy of the SVR-PSO model [32] is not
outstanding when it is applied directly. This results from the interactive effects of the random term
and the trend (residual) term, the so-called inherent non-linearity of the electric load data. After
hybridizing with the EMD technique, the proposed H-EMD-SVR-PSO model is capable of capturing
the inherent non-linearity by separately modeling these decomposed IMFs and these defined items
(A, B, C and D). The forecasting performance of items A and B are significantly improved, which
indicates that the inherent non-linearity of the electric load data can be effectively explained by the
proposed model. In the other words, the proposed H-EMD-SVR-PSO model provides a very powerful
tool to easily implement the electric load forecasting work.

The significance of the forecasting performance from the proposed H-EMD-SVR-PSO model
should be further verified. The recommended statistical test by Derrac et al. [45] and Fan et al. [31],
namely Wilcoxon signed-rank test is used to conduct the forecasting performance comparison among
the proposed H-EMD-SVR-PSO model and the alternative models. The test is based on one-tail-test
and is under two significance levels, α = 0.025 and α = 0.05. The test results are shown in Table 4.
Clearly, the proposed H-EMD-SVR-PSO model significantly outperforms other compared models.
In other words, the hybrid model leads to better accuracy and statistical interpretation.

Table 4. Wilcoxon signed-rank test.

Compared Models Wilcoxon Signed-Rank Test

α = 0.025; W = 4 α = 0.05; W = 6

The Small Sample

H-EMD-SVR-PSO vs. Original SVR 3 * 3 *
H-EMD-SVR-PSO vs. SVR-PSO 2 * 2 *
H-EMD-SVR-PSO vs. PSO–BP 2 * 3 *
H-EMD-SVR-PSO vs. SVR-GA 2 * 3 *

H-EMD-SVR-PSO vs. EMD-SVR-AR 6 4 *
H-EMD-SVR-PSO vs. EMD-PSO-GA-SVR 6 8

The Large Sample

H-EMD-SVR-PSO vs. Original SVR 3 * 2 *
H-EMD-SVR-PSO vs. SVR-PSO 3 * 2 *
H-EMD-SVR-PSO vs. PSO–BP 3 * 2 *
H-EMD-SVR-PSO vs. SVR-GA 3 * 2 *

H-EMD-SVR-PSO vs. EMD-SVR-AR 6 2 *
H-EMD-SVR-PSO vs. EMD-PSO-GA-SVR 6 4 *

Note: * denotes that the H-EMD-SVR-PSO model significantly outperforms other alternative models.

Finally, some real life applications of the proposed methodology could be as followings. Via the
EMD operation, (1) the random (stochastic) volatility term can be obviously revealed, which could
be viewed as the microeconomic behavior; (2) the trend (residual) term is the inertial behavior, i.e.,
the general tendency of the economy, which could be viewed as the macroeconomic behavior; and
(3) the middle term could be expressed from the unique economic behavior or production and living
characteristics of each industry. Thus, the reason that the item A (the random term plus the middle term)
could be well simulated during the modeling processes of the SVR-PSO model is that the characteristics
of economic behaviors in each industry and their interactive influences (i.e., the random fluctuations)
are in line with the modeling rules of the PSO algorithm (i.e., from random solution to adaptability).
On the other hand, while the item B (the middle term plus the trend (residual) term) is characterizing,
the SVR-based model (with the generalized linear capability in the feature space) can reveal the
characteristics of economic behaviors along with the optimization processes of the PSO algorithm.
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Based on the observation from the above two items (items A and B), the proposed H-EMD-SVR-PSO
model is obviously to have superior forecasting results, as shown in Table 2. In addition, the proposed
model can be furtherly applied not only in electricity load forecasting, but also for the disclosure of
other energy consumption behaviors or similar rules.

4. Conclusions

This paper proposes a novel H-EMD-SVR-PSO electric load forecasting model, by classifying the
IMFs decomposed by the EMD technique into four different defined items (A, B, C and D). It is effective
at overcoming the interactive effects of the random term and the trend (residual) term, and the inherent
non-linearity of the electric load data. In addition, by hybridizing the PSO algorithm to optimize
the parameter combination of the SVR model for these four items, respectively, it can effectively
guarantee the better forecasting performance of each item by using the SVR-PSO model. Via two
experiments with different sample sizes from the Australian market data, the proposed model has
obtained significant forecasting results than other alternative models in the existed papers, such as
original SVR, SVR-PSO, PSO-BP, SVR-GA, EMD-SVR-AR and EMD-PSO-GA-SVR models.

The results also verify the feasibility and the generalization capability of the EMD-SVR-based
model to deal with the complicate interactions inherent in the electric load data. Various data
characteristics of electric load are decomposed and identified by the employed EMD technique,
which can guide researchers to select more suitable SVR-based forecasting models. For future research,
the EMD-SVR-based model can be hybridized with other advanced classification tools to further
improve the electric load forecasting accuracy.
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