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Abstract: The optimization of the operation of power systems including steady state and dynamic
constraints is efficiently solved by Transient Stability Constrained Optimal Power Flow (TSCOPF)
models. TSCOPF studies extend well-known optimal power flow models by introducing the
electromechanical oscillations of synchronous machines. One of the main approaches in TSCOPF
studies includes the discretized differential equations that represent the dynamics of the system in
the optimization model. This paper analyzes the impact of different implicit and explicit numerical
integration methods on the solution of a TSCOPF model and the effect of the integration time step. In
particular, it studies the effect on the power dispatch, the total cost of generation, the accuracy of the
calculation of electromechanical oscillations between machines, the size of the optimization problem
and the computational time.

Keywords: power system transient stability; economic dispatch; numerical integration methods;
non-linear programming; optimal power flow

1. Introduction

Transient Stability Constrained Optimal Power Flow (TSCOPF) techniques are receiving increasing
interest as a tool for power system operation and planning. TSCOPF models combine a classical
optimal power flow with dynamic constraints that make it possible to ensure that the optimal solution
is transiently stable. During the last decade, a significant number of papers have been published on
the subject and different approaches have been proposed [1-4].

Simultaneous discretization is one of the main paths followed in TSCOPFE. It includes in a single
non-linear optimization model: (1) the equations that represent the steady state operation of the power
system and its operational constraints; and (2) the discretized differential equations that represent the
dynamics of the system during one or several incidents and the corresponding transient stability limits.
The model is completed with the objective function to minimize. The objective function is usually
the total generation cost, although there are other alternatives such as the greenhouse emissions,
the deviation with respect to a predefined dispatch, or a combination of them. One problem of the
simultaneous discretization is that the inclusion of the dynamic equations over a period of, at least,
2-3 s, increases significantly the number of equations and variables. Under this circumstance the
choice of the integration time step plays an important role: a small integration time step increases the
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size of the optimization model, while a large integration step may introduce significant errors. The use
of a variable integration time step can help to reduce the computational effort by applying different
time steps at several stages of the simulation, depending on the dominant transient phenomena. Using
a variable time step is a relatively common approach in power system dynamic simulations [5,6], but
it has rarely been used in TSCOPF studies.

Regarding the integration method, there are two main approaches to solve the differential-
algebraic system of equations that represent the power system: simultaneous-implicit methods and
partitioned-explicit methods [7]. On the one hand, partitioned-explicit methods are commonly used in
power system transient stability programs because they are conceptually simple and easy to implement.
On the other hand, simultaneous-implicit methods are generally preferred in TSCOPF studies because
they are numerically more stable when applied to stiff systems. In the case of TSCOPF models the
solution of an implicit method is not more complicated than the solution of an explicit one, as all the
equations in the optimization model are solved simultaneously.

The trapezoidal rule is widely used in TSCOPF studies to integrate the dynamic equations [1,8-11].
However, the impact of the numerical integration method and the corresponding time step requires
deeper studies but has not been addressed in detail yet. This paper applies a TSCOPF model
representing the equations of the load flow at each bus and at each sample time [12]. The
system dynamics are represented by a 4th order d-q generator model, which provides an adequate
representation for studies of transient stability [13,14]. The model’s differential equations are
discretized using several implicit and explicit methods of integration. This makes it possible to apply
several algorithms commonly used in simulation of physical systems [15,16] to a TSCOPF problem. The
Theta method is used in this paper to implement three of the most widely used integration procedures
for power system simulation: the forward Euler method, the trapezoidal rule, and the backward Euler
method [17-19]. Two variants of Runge-Kutta method are also implemented for comparison.

The purpose of this study is: (1) comparison of the performance of various numerical integration
methods in the TSCOPF model solution; and (2) the implementation of a variable integration time step
to reduce the size of the optimization problem and the convergence time. This paper applies a software
framework that reads the network data from standard Power System Simulator for Engineering (PSS/E)
files and builds the optimization model in GAMS language automatically. The study presented here
is carried out in the IEEE 39 benchmark test system. The rest of the paper is arranged as follows:
Section 2 describes the problem of optimization; Section 3 presents the case study and the software
framework; Section 4 presents the results and discussion; and Section 5 shows the conclusions.

2. Optimization Model

The objective function (1) minimizes the generation cost of the system calculated as a
quadratic function:
minf () = 3 (AF(pF) +BEpF+CF) )
vieQ®
The proposed TSCOPF model is based on the direct discretization approach and is composed of a
Pre-Fault (PF) stage and a Time-Domain (TD) stage. The PF stage corresponds to the representation
of the steady state operation of the system. The time-domain stage, again divided into a fault and a
post-fault stage, represents the behavior of the system during and after a contingency. Both stages
include equality and inequality constraints and are solved together as a single optimization problem.
Table 1 shows the set of constraints building the PF and TD stages of the optimization problem.
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Table 1. Summary of the constraints of the optimization problem.

Equality constraints PF TD

Power flow Equations (2) and (3) X X

Angle reference (4) X -

Load Equations (6) and (7) X X

Network and load Currents in branches and transformers (8) X -
modeling Inequality constraints PF TD

Voltage limits at buses (5) X -

Active and reactive power generation limits (5) X -

Maximum currents through branches and transformers (9) X -
Equality constraints PF TD

Discretized differential equations of power plants (14)—(17) - X

Initialization of the differential Equations (18)—(21) X -

Power plant modeling Power plant static Equations (22)—(26) X X
Inequality constraints PF TD

Field voltage limits (27) X X
Equality constraints PF TD

Stability Limits Calculation of the center of inertia (28) X X
Inequality constraints PF TD

Rotor angle deviation limits (29) X X

2.1. Network and Load Modeling

This section presents the set of equality and inequality constraints (2)—(9) that represents the
network and loads in the optimization problem. Equations (2) and (3) represent the active and reactive
power balance at each node and for each sample time.

Constraint (4) sets the reference angle at the initialization and constraints (5) limit both the active
and reactive power injected by power plants and the voltages at each node of the grid:

j=N
pgt — P},t =0} Z Z)]‘,tY,‘,j COS([XZ',t — W — Gi,]'),Vi c QB,Vt c QT 2)
j=1
j=N
qg - q%t =0y Z 0 tYi; cos(aj — ajp— Bi,j),Vi c OB vtet 3)
j=1
a10 =0 4)
[V pMIN, QMINY < {1, 46,46, 1 < {WMAX, phAX, qliax] i ¢ P ®)

Variables pgt and 4%, model the active and reactive power injected by a synchronous power plant
connected at bus i and at each sample time interval ¢. Variables v;; and a;,; are the absolute value
and angle of the complex voltage at bus i and at time ¢, respectively. Parameters Y; j and 0; ; are the
absolute value and angle of the bus admittance matrix in the i, j position. Finally, variables p%t and q%t
represent the system loads which are modeled by the standard ZIP load model (6) and (7):

ph = PP(AY +BY (v;¢/vi0) + CF (01/010)?), Vi € QL vt € QT (6)

gt = QP(AR + B2 (v /vi0) + C2(01/v10)?) , Vi € QL vt € QT @)

Parameters PP and QP are the initial values of the loads connected at bus i, variable v;  is the
voltage at bus i at the steady state stage, and parameters A;, B; and C; represent the load proportion that
is formed of a constant power, a constant current, and a constant impedance component, respectively.
To ensure numerical stability during severe contingencies, a correction factor during extremely low
voltages is included in the optimization model as explained in [9].
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In (8) the current flowing through the power lines and transformers is calculated for the pre-fault
stage and constraints (9) limit their maximum values:

Y2 (v,ocosazo—v]ocoszxjo) +Y? (vlosmleo—vjosmzx,o) Vij e OB 8)
LMAX \/:: - AB
Ogl]_Il] Vij € Q) )

2.2. Modeling of Power Plants in the Optimization Model

Power plants are modeled by the 4th order d-q transient synchronous generator model, whose
differential algebraic equations can be found in [7,19]. The model’s differential Equations (10)—-(13) are
discretized by using the generalized Theta method, which leads to constraints (14)-(17). By adjusting
the theta value to 1, 12 and 0, respectively, the forward Euler method, the trapezoidal Rule and the
backward Euler method are selected [17]:

.Q
1 D) . Q
/o FD D / D /
e'; _W[Ei —(Xi—Xi>zi —ei} (10)
oD
Jo= L [(XQ - x’Q)iQ - e’D] 11)
1 T/Q 1 1 1 1
1
[ ] 1 M E
w; = oM [p;" — pi — Didw;] (12)
5 = OSAw (13)
Q_Q AT™ [ /FD D _ /D Q
Izt*e,zt 17 ;'P [/ - (X7 =X )lt 1 e/it 1} (14)
TH
pAa-T7) [e’fD (XP —xP)iP, T’fﬂvl € 0S, vt e P
T
D D TH /D
dii—eip1= g [(XQ X'R)id - i,t—l} )
At(1 —T™H . D],
T {(x? — X9 - e’i,t} Vie QS, vt e QP
TH
Awip = Dwipy = S| pY = plyg — D'Awit—l} .
TH
+w[pl — pF, — Dibwy]vi € OF vt € Q™
i — 01 = Mwo(THAw; ;1 + (1 — TH)Aw;,)), Vi € QF, vt € QTP (17)

Constraints (18)—(21) determine the initial values of the transient stability variables that result
from equaling to zero differential Equations (10)—(13):

e =elf — (XP X7y, ¥ie oS (18)
ey = (XQ x’Q) iS),vi e Qb (19)
pM — piy, Vi€ QF (20)

Awjy =0 ,viec QS (21)

Constraints (22) and (23) represent the relationship between the internal variables of the power
plants and the grid variables, while constraints (24) determine the electric power in the rotor of the
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synchronous machine at each discrete time ¢. Constraints (25) and (26) calculate direct and quadrature
currents of synchronous generators and constraints (27) limit the field voltages:

¢y = visin(0;; — ai) + RAD, — XS, vi e Q6 vt € QT (22)
¢'5 = v cos(8;¢ — ;) +RAD + XD, vie QS vt e QT (23)

pE =il +e i, vieal vieql (24)

pS = iD0isin(8 — i) + 1207, cos (5 — ), Vi € Q6 vt € QT (25)
45 = Do sin(d;; — i) — v, cos(8;¢ — i), Vi € QS ¥t € QT (26)
EFDMIN < fD < EFDMAX vi € 0 27)

2.3. Stability Limits

In order to ensure transient stability, constraint (28) determines the angle deviation of the center
of inertia (COI) at each sample and constraints (29) limit the maximum deviation of the rotor angle of
each power plant at each sample time:

6% =Y Hdy / Y. H;,vteQl (28)

vieQS6© vieQSC
— MAX < 5, — 5FOL < SMAX i € O5C vt € QT (29)

3. Implementation and Case Study

The proposed problem of optimization is carried out using the software framework shown in
Figure 1. First, a Python program reads data from standard PSSE files describing the network, power
plants and loads. The TSCOPF model is then automatically constructed as follows: (1) It calculates the
admittance matrices for the pre-fault, fault and post fault stages taking into account the information
about the contingency and the switching operations; (2) It defines the set of power plants, buses, loads
and parameters of the system using the data from the PSSE file; and (3) The optimization model is
written as described by (1)—(9) and (14)—(29). Finally, the file is entered into GAMS [20], that compiles
it and subsequently solves it using the IPOPT library. IPOPT is able to solve large scale non-linear
optimization problems using a prime-dual interior point method [21,22]. The proposed approach is
flexible in its application to electric power systems allowing modifications of the network topology,
the loads, the contingencies and the optimization solver.

The study is applied to the IEEE 39 Bus New England benchmark test system, represented in
Figure 2. The system data can be found in [23]. Two different contingencies have been analyzed,
as shown in Figure 2:

e A three-phase short-circuit occurs in the transmission line connecting buses 15 and 16—adjacent
to bus 16. The fault is cleared by opening the circuit breakers at the two ends of this line after
300 ms.

e A three-phase short-circuit occurs in the transmission line connecting buses 3 and 4—adjacent to
bus 3. The fault is cleared by opening the circuit breakers at the two ends of this line after 300 ms.

These faults have been selected because they pose a considerable risk to transient stability due,
on the one hand, to their location in the bulk of the transmission system and, on the other hand, to
the fact that the loss of the line after the clearance of the fault significantly weakens the system. In all
the studied cases the rotor angle deviation at one or more synchronous generators reaches its limits,
which means that the dynamic constraints affect the optimal dispatch. In other words, the solution
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provided by a classical OPF is not transiently stable and the TSCOPF modifies the dispatch to ensure
that the solution is stable. Thus, in the studied cases the production cost of the dispatch provided by
the TSCOPF is always higher than the cost of the dispatch provided by a classical OPF. As an example,
Figure 3 shows the rotor angles of all synchronous generators in one of the solved TSCOPF models; it
can be seen that the upper angle constraint is reached at approximately t = 0.6 s.

INPUT
K PSSE file with
Build pre-fault, fault network, power
Sf post-fault i plantand load
admittance matrix data
Define sets, indices, GAMS
variables, parameters
and equations Start

|

I

. .

TSCOPF model in - Compile GAMS :
GAMS . model :

End = Solve model using =
/ IPOPT .

Solution data H i

. R . . End .
including optimal . .
dispatch & . .
variables = =

L] n

OUTPUT

Figure 1. Software implementation for TSCOPF.

\ Fault x Disconnected line @ Power plant

30 37 26 ! 28 e 29
2 25 38
] —— | 27 24
3 rs
4
|
@ 23
36
9

6
B %
8
Figure 2. IEEE 39 Bus New England benchmark system with fault locations corresponding to the study

39

fary
(o]

in Section 4.
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Rotor angles and limits (p.u.)

Time (s)

Figure 3. Synchronous generator rotor angles as provided by the solution of the TSCOPF when a short
circuit is applied at bus 16.

The simulations in this paper have been performed using the IPOPT library on a personal
computer equipped with a 3.40 GHz processor. The results obtained by a version of the proposed
TSCOPF model that implemented a trapezoidal rule have been verified using dynamic simulations in
PSSE [24].

4. Results and Discussion

4.1. Comparison between Numerical Integration Methods

This section presents the influence of different integration methods on the solution of the TSCOPF
model. Figure 4 shows the optimal production cost (i.e., the value of the objective function) calculated
by the solution of the TSCOPF model when a short-circuit is applied at bus 16. The different values
correspond to the three discretization methods implemented and several integration time steps. The
study considers a time-horizon representation of 2 s after the fault.

It can be seen from Figure 4 that all three methods provide the same result when the integration
step is small enough, while large integration steps produce different results depending on the
integration method. To provide a term of comparison, a typical time step used in commercial power
system simulators is one half of a cycle, this is 0.0083 s at 60 Hz and 0.01 s at 50 Hz. As can be seen, the
forward Euler method is the least affected by the choice of integration step and the one that provides
the most accurate solution in terms of the objective function. The largest errors are obtained with the
backward Euler method, while the trapezoidal rule (the most commonly used method in TSCOPF
studies) is located between the two variants of the Euler method.

442 10"
( ¢ Forward Euler

~ 4.4 "‘ : * Trapezoidal rule

D, H ¢ = Backward Euler

2438 ® .

z - N

© 4.36 °

on

R

7 4.34 . *

5 :

©4.32 :
1 L L L 1 L J

4.3
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
Time-step (s)

Figure 4. TSCOPF result for the short-circuit at bus 16, obtained using different numerical integration
methods and time steps.
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The results in Figure 4 may be explained by the trajectories of the rotor speed deviations given
by the solution of the TSCOPF model when using each method. Figure 5 shows the speed deviation
of the power plant at bus 33 using two integration time steps, 0.002 and 0.02 s. It can be seen in
Figure 5a that for small integration steps the trajectories are similar. The common solution in Figure 5a,
when the step size approaches zero, is taken as the reference solution in Figure 5b, which shows the
electromechanical oscillations obtained with a larger integration time step by the three implemented
methods. Figure 5b shows that the solution obtained by the backward Euler method is significantly
damped compared to the reference solution. The oscillation obtained using the trapezoidal rule is
damped, as well, but to a lesser degree. As a result, the solutions provided by the backward Euler
method and the trapezoidal rule are more stable than the reference solution and their operating costs
are lower, as shown in Figure 4. On the other hand, it can be seen that the forward Euler method
augments the electromechanical oscillations with respect to the reference solution, which implies a
more conservative solution.

0.025
a - Reference solution
= —Forward Euler
.02 -
z 0.0 —Trapezoidal Rule
= —-Backward Euler
.2 0.015
E
>
< 0.01r
=
5]
a
50.005
0 1 L 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Time (s)
0.025
b - Reference solution
— —Forward Euler
3 0.02 ——Trapezoidal Rule
RS —Backward Euler
50015/
E
5
< 0.01F
=
51
5]
&°0.005

Y L
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Time (s)

Figure 5. Rotor speed deviation at the generator at bus 33 when a short circuit is applied at bus 16.
(a) with an integration time step of 0.002 s (b) with an integration time step of 0.02.

Figure 6 shows two more examples corresponding to a short circuit at bus 3. Figure 6a represents
the rotor speed deviation at the generator at bus 30, and Figure 6b the active power produced by the
generator at bus 30. In both cases, it can be seen that the results are qualitatively similar to those
discussed in Figure 5; as the integration time step increases the solution provided by the backward
Euler method and the trapezoidal rule is damped compared to the reference solution, as opposed to
the forward Euler method.

The backward Euler method and the trapezoidal rule are A-stable. This makes both methods well
suited for numerical integration of stiff systems in general, and power system in particular [16,19].
Thus, it must be stressed that integration methods that are numerically stable can produce dispatches
that are transiently unstable in the real world because they tend to damp electromechanical oscillations
with respect to the real trajectories when large integration time steps are used.
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0.025 -

. a —~+Forward Euler
— L --Trapezoidal Rule
s 0.02 -=Backward Euler
NS - Reference solution
= 0.015F
2
= L
S 0.01
5}
<
= 0.005+ 4
11 J
2 4
©n 0
-0.005" ! ! )
0.3 0.6 0.9 1.2 1.5
Time (s)
14 b

~+Forward Euler

____ -*-Trapezoidal Rule
y —+Backward Euler
- Reference solution

—_—
(88
T

—_
[l
T

(o)}

Electric power (p.u.)
o0

~

9]

(=]

0.3 0.6 0.9 1.2 1.5
Time (s)

Figure 6. Two variables when a short circuit is applied at bus 3 and the integration time step is 0.01 s:
(a) Rotor speed deviation at the generator at bus 30 (b) Electric power output at the generator at bus 30.

Regarding the numerical convergence of the solution, it must be observed that it has not been
possible to obtain solutions of the TSCOPF model with the forward Euler method and time steps
longer than 0.05 s. Figure 7 shows the rotor speed deviation at the synchronous generator connected
to bus 34 when a short circuit is applied at bus 16 and the integration step is as large as 0.05 s. The
trajectory obtained by the forward Euler method differs largely from the other two methods and the
reference. This can be explained by the poor numerical stability of the forward Euler method.

;:\ 0.03

—+Forward Euler
* Trapezoidal Rule

(=7
= 0.025 -+ Backward Euler
n -=Reference solution
2B 0.02 -
®
= 0.015
2
5]
= 0.01
3
=
3 0.005 - . w
53 9
(=9 <
n 0 ¥ |
0 0.5 1 1.5 2 2.5 3

Time (s)

Figure 7. Rotor speed deviation at the generator at bus 34 when a short circuit at bus 16 and a
integration time step of 0.05 s.

Regarding the computation time, Table 2 presents the convergence times for the three cases of
study in Figure 4. It can be seen that the computation time increases rapidly that as the integration step
decreases. For example, as the integration step is divided by 10 from 0.01 to 0.001, the computation time
is multiplied by 34 (forward Euler), by 44 (trapezoidal rule) and by 39 (backward Euler). The reason
is that reducing the integration step increases the number of equality constraints in the optimization
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model. When large integration steps are used the convergence times are similar in the three methods.
As the integration step decreases, and although the results vary depending on the specific case, it
is observed that the optimization model applying the trapezoidal rule is solved with the shortest
computational time. It is remarkable that the increase in computation time is not proportional to
the number of equations or variables, as can be seen in the rows showing Time/Equations and
Time/Variables. According to the results in this section it can be concluded that in terms of accuracy
and calculation times, an integration time step of 0.01-0.02 s seems to be the optimal choice.

Table 2. Time of convergence of the TSCOPF for the studied numerical integration methods and
different integration time steps.

At 0.0005 0.001 0.002 0.003 0.005 0.01 0.02 0.05
Equations 680,071 340,071 170,071 113,291 68,071 34,071 17,071 6871
Variables 600,030 300,030 150,030 60,030 30,030 15,030 9930 6030

Forward Euler
Time (s) 4211 796 394 188 157.6 23.48 9.95 2.84

Time/Equations 62 x 1073 23x107% 23x107% 17x10°% 23x10% 7x10°* 6 x 1074 4x107*
Time/ Variables 7x107%  27x107% 26x107% 19x10% 26x10° 8x107* 7 x 1074 5x 1074

Trapezoidal Rule
Time (s) 3799 774 184 176 69.3 17.7 7.85 2.83

Time/Equations 56 x 1073 23 x 1072 11x107%® 16x1073 1x1073 5x107%  46x107*  4x107*
Time/Variables 63x1073 26x107°% 12x10% 18x103 12x107% 59x107% 52x107*% 47x107*

Backward Euler
Time (s) 5739 1055 537 289 116 18 7.97 294

Time/Equations 84 x 1073 31x1073 32x107% 26x10% 17x103 53x107* 47x107* 43x107*
Time/ Variables 96x1073 35x107% 36x1073 29x1073 19x107% 6x107* 53x107* 49x107*

4.2. Simulation of Other Disturbances

This section shows the results of applying the TSCOPF algorithm to other types of contingencies
using the different integration methods presented in Section 4.1. Three different types of contingencies
are studied: (1) the power outage of a generator; (2) the loss of a load; and (3) the loss of a line. Three
of the most severe cases are presented here:

e  The power outage of power plant connected to bus 30 which is injecting 800 MW to the grid
e  Theloss of the load connected to bus 20 which is the largest of the system and consumes 680 MW.
e  The loss of the line connecting buses 2 and 3.

In contrast to the three-phase short-circuits presented previously these contingencies are not
critical, which means that the operational costs given by the TSCOPF is the same obtained with an OPFE.
Figure 8 illustrates the speed deviation of different power plants when the described contingencies
occur. Figure 8a shows the rotor speed deviation of power plants connected to buses 37 and 38 after a
sudden disconnection of the power plant connected to bus 30. It can be observed how the speed of the
machines decreases as they assume the generation of the disconnected power plant. It is remarkable
how the curves obtained using the different integration methods follow the same tendency as those
presented in Section 4.1. The forward Euler method presents the most conservative solution because it
maintains the size of the oscillations. On the other hand, the trapezoidal rule and, to a higher degree,
the backward Euler method damp the oscillations with respect to the reference solution. Figure 8b
shows the rotor speed deviation of power plants connected to buses 34 and 36 when the load connected
to bus 20 is shed.
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Figure 8. Rotor speed deviation of generators. (a) Generators 37 and 38 when a power outage of
generator connected to bus 30. (b) Generators 34 and 36 when the loss of the load connected to bus 20.

(c) Generators 30 and 31 when the loss of line 2-3.

In this scenario, the rotor speed of synchronous machines increases as they transform the demand
of the disconnected load into kinetic energy. Again, the result of the curves obtained by the different
integration methods follows the same tendency. Finally, Figure 8c shows the rotor speed deviation
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of power plants connected to buses 30 and 31 when the line connecting buses 2 and 3 is lost. Similar
conclusions can be obtained here with respect to the different integration methods.

4.3. Generalized Theta Method

The Theta method represents alternatively the forward Euler method, when Theta = 1, the
Trapezoidal Rule, when Theta = 0.5, and the backward Euler method, when Theta = 0 [17]. The
generalized Theta method makes it possible to extend the range of application of this notation by
assigning to Theta any other number between 0 and 1 in Equations (14)—(17).

Figure 9 shows the generation costs obtained when different values of Theta are used in the case
of a short circuit at bus 16 and various time steps. A similar result is obtained with all the Theta values
for short integration time steps However, as the integration step increases, the result obtained for the
same case increases as the Theta value grows. These results are consistent with those shown in the
previous section: the forward Euler method provides a more conservative solution, and therefore a
slightly higher generation cost. As shown in Figure 9, the relation between the value of Theta and the
generation cost when the generalized Theta method is applied is essentially linear.
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Figure 9. Results of the TSCOPF depending on the value of Theta when a short circuit is applied at
bus 16.

Figure 10 shows the computation time needed to solve the cases in Figure 9. Similar convergence
times are obtained using large integration time steps since the size of the optimization problem is small.
However, it can be observed that the computation time tends to increase with Theta = 0 and with
Theta = 1 when the time step is short. These are the cases corresponding to the forward and backward
Euler methods, which are the cases in which the state variables appear at just one discretization point
in the discretized differential Equations (14)-(17). According to Figure 10, when the computation time
is an issue it is advisable to avoid these methods.
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Figure 10. Computation time depending on the value of Theta when a short circuit is applied at bus 16.
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4.4. Comparison with RK2 and RK4 Runge-Kutta Methods

This section analyzes the performance of the second and fourth order Runge-Kutta methods (RK2
and RK4). These methods are rarely used in TSCOPF studies because implicit methods are usually
preferred due to their numerical stability. The interest of Runge-Kutta methods lies in that they are
widely used to solve differential-algebraic equation systems in general, and power system dynamic
models in transient stability software programs in particular.

The implementation of the RK2 and RK4 methods involves the introduction of several
intermediate variables and constraints to represent the differential equations (2 constraints per
differential equation in the case of RK2 and 4 in the case of RK4). This has the unwanted effect
of increasing the already large size of the optimization model, which is one of the main drawbacks of
TSCOPF studies in real systems applications.

The 4th order d-q generator model is represented by four differential equations [7].
Constraints (30)—(34) result from the application of the RK4 method to the differential equation
that calculates the transient voltage in the d-axis and serve as an example of the implementation
of the RK4 method in the optimization model. Therefore, constraints (30)—(34) replace constraint
(15) in the original optimization model (1)—(9), (14)-(29). As can be seen, five different constraints
and four intermediate variables (le, k2P 13D and k4D) must be added for each differential equation.
Similarly, constraints (14), (16) and (17) must be substituted with the corresponding RK4. In the
case of implementing the RK2 method, each differential equation requires three equations and two
intermediate variables in the optimization model:

/D~ = Aé (KR, +2K22 2650, + k3P, |, vi € 0, vt € TP (30)
KD, = T}Q [(x? X' el 1} vi e QF,vt € QP (31)
;
Ko = TlQ (KR =XP)iF L~ @+ Ath}Pl) Vi€ QS vreq™ (32)
KP | = T}Q (X2 =X)L — (€1 + AthizPl)] Vi e OF, vt e QTP (33)
i
KD — T}Q [(xQ X'D)iS_ ) — (€5 + MK 1)},w € S, vt e 0P (34)

Table 3 shows the results obtained when applying the different algorithms to a short circuit at
bus 16 and an integration time step of 0.002 s. It can be seen that the size of the model in terms of
number of variables and number of constraints increases significantly with the order of the Runge-Kutta
method. The computational time needed to solve the model increases too, although the number of
iterations remains relatively small.

Table 3. Comparison of the common methods used in TSCOPF with the Runge Kutta methods.

Method Forward Euler  Trapezoidal Rule Backward Euler Runge Kutta2  Runge Kutta 4
Number of variables 150,030 150,030 150,030 459,950 619,870
Number of constraints 170,071 170,071 170,071 499,991 659,911
Number of iterations 50 49 56 55 54
CPU time (s) 404 347 451 1463 1438

In the studied cases, it has not been possible to solve the model using the Runge-Kutta algorithms
with integration time steps larger than 0.005 s or shorter than 0.0005 s. On the one hand, the size
of the optimization model prevents the use of small integration time steps. On the other hand,
numerical convergence issues prevent the use of large integration time steps. It can be concluded that



Energies 2019, 12, 885 14 of 17

in the studied cases the combined effect of the size of the model and numerical stability narrows the
applicability of the Runge-Kutta methods to a point that can make them unfeasible for TSCOPF studies.

4.5. Effect of the Use of a Variable Integration Time Step

This section proposes the use of a variable integration step to reduce the convergence time. The
implementation is carried out as follows: (1) A short time step is applied during the first second, to
account for the severe transients produced during the fault and after the clearance of the fault; and
(2) from that moment on a larger integration step is applied. This approach is adequate, since as shown
in Figure 3, the generators reach the transient stability limit at approximately 0.6 s after the fault, before
shifting to the longer time step.

Table 4 shows the results obtained with and without a variable time step when a short-circuit is
applied at bus 3. The first case uses a fixed time integration step of 0.005 s. The second case applies
an integration time step of 0.005 s during the first second, and a step of 0.01 s from then on. It can
be seen in Table 4 that the application of a variable integration time step reduces the size of the
optimization problem: the number of equations is decreased by 24.97% and the number of variables
by 24.99%. However, the impact on the computation time is more significant, reducing it by 79.48%
with the forward Euler method, by 58.10% with the trapezoidal rule, and by 74.31% with the backward
Euler method. The high impact on the reduction in terms of convergence times is due to the large
nonlinearity between the computation time and the step size, as shown in Table 2.

Table 4. Results of TSCOPF considering fixed and variable integration time step.

Size Fixed Step Variable Step ASize (%)
Equations 68,071 51,071 —24.97
Variables 60,030 45,030 —24.99

Method Cost (M.U.) Convergence (s) Cost (M.U. 1) Convergence (s) AConvergence (%)
F. Euler 43,993 157.708 43,960 32.359 —79.48

T. rule 43,942 69.289 43,942 29.033 —58.10

B. Euler 43,893 116.569 43,925 29.947 —74.31

1 Monetary Units.

Regarding the accuracy of the results, Figure 11 compares the rotor speed deviation of all the
synchronous generators when using the trapezoidal rule with fixed and variable integration time steps
as described above. It can be seen that the results are almost identical.

0.025
x (G33-Fixed step

~ * G34-Fixed step
2. 0.02 x G35-Fixed step
N © G33-Variable step
5 0.015 - ° G34-Var§able step
.§ ° (G35-Variable step
5
- 0.01-
=
D
2, L
50.005

Time (s)

Figure 11. Rotor speed deviation of generators connected to nodes 33, 34 and 35 as provided by the
solution of the TSCOPF when a short circuit at bus 16 using a fixed and variable integration time step.

These results show that the use of a variable integration step in the TSCOPF model achieves a
considerable reduction in computation times while maintaining the accuracy of the results. The results
obtained for other contingencies have been qualitatively similar to those presented here.
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5. Conclusions

The performance of several numerical integration methods in a transient stability constrained
optimal power flow based on simultaneous discretization has been analyzed. The trapezoidal rule, the
backward Euler method and the forward Euler method have been found to be practical alternatives,
with these differences:

e Interms of convergence, no problems were observed in the studied cases for time steps shorter
than 0.05 s. However, the forward Euler method provides results that differ significantly from the
reference solution when the integration time step is 0.05 s and fails to converge if larger integration
steps are used. As expected, the numerical stability of the forward Euler method is known to be
poor compared to implicit integration methods. Although the forward Euler method is viable in
the studied case, in other cases numerical stability could be a problem depending on the stiffness
of the set of differential-algebraic equations representing the dynamics of the power system.

e In terms of the numerical solution, it has been found that the backward Euler method and, in less
degree, the trapezoidal rule, tend to damp the electromechanical oscillations. This effect increases
with the length of the integration time step and can lead to dispatches that produce unstable cases
in the real world. Operators assessing the stability of a system should be aware of this effect,
and perhaps compensate it by introducing a security margin in the dynamic constraints of the
optimization model.

e Interms of the speed of convergence, the trapezoidal rule or, more exactly, any generalized Theta
method with values of Theta larger than zero and smaller than one, has been found to be faster
than the forward and the backward Euler methods.

In sum, all three methods have been found to be viable and an integration time step length of
0.01 s has provided accurate solutions and reasonable convergence times. Although in the studied
cases the trapezoidal rule represents a good compromise between numerical stability, convergence
speed and accuracy of the solution, the forward Euler method provides more conservative results. It is
therefore advisable to keep the Theta formulation in the optimization model to be able to explore both
methods depending on the specific case they are applied to.

Finally, the use of a variable integration time step has proved to be a valid technique to reduce the
number of equations and variables of the optimization model and, substantially, convergence times.
Reductions of up to almost 80% have been obtained and no problems of convergence or errors in the
solution have been observed when using adequate variable integration steps.
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OPF Optimal Power Flow
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PSSE Power System Simulator for Engineering
RK2 2nd order Runge-Kutta method.

RK4 4th order Runge-Kutta method.

TD Time Domain

TSCOPF Transient Stability Constrained Optimal Power Flow.
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Indices for nodes.

Indices for time periods.

Set of buses of the power system.

Set of the synchronous generation units.

Set of loads

Set of the time periods corresponding to the pre-fault, fault and post fault stages.
Set of the time periods corresponding to the fault and post fault stages.

Fuel cost coefficients of the power plants.

Active power coefficients of the ZIP load model.

Reactive power coefficients of the ZIP load model.
Damping coefficient of the power plant [p.u.].

Limits of the field voltage of the synchronous generator [p.u.].
Inertia constant of the power plant [s].

Upper limit of the current in lines and transformers. [p.u.].
Active and reactive nominal load [p.u.].

Active power limits of the generator [p.u.].

Reactive power limits of the generator [p.u.].

Armature resistance [p.u.].

Generator transient time constants[s].

Parameter that defines the numerical integration method.
Limits of the bus voltage [p.u.].

Synchronous reactances of the power plant [p.u.].

Transient synchronous reactances of the power plant [p.u.].
Absolut value of the element (i,j) of the bus admittance matrix [p.u.].
Integration time step [s].

Phase of the element (i,j) of the bus admittance matrix [p.u.].
Frequency reference

Limit of the rotor angle deviation [rad].

Internal transient voltages of the synchronous generator [p.u.].

Field voltage of the synchronous generator [p.u.].

Output current d-q components of the synchronous generator [p.u.].
Current between nodes (ij) [p.u.].

Intermediate variables for the calculation of the transient voltage in the d-axis
when using the RK4 method

Electrical power in the rotor of the synchronous generator [p.u.]
Active and reactive power output of the synchronous generator [p.u.].
Active and reactive load

Mechanical power input of the power plant [p.u.].

Bus voltage magnitude [p.u.].

Speed deviation of the synchronous generator [rad/s].

Phase of the bus voltage [rad].

Rotor angle [rad].

Rotor angle of the center of inertia [rad].
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