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Abstract: This paper discusses the imbalance netting process (INP) between control areas (CAs) that
was developed due to the high costs of balancing energy. The main objective of INP is to net the
demand for balancing energy between the participating CAs with opposite signs of interchange
power variation. However, INP incorporates a frequency term; hence, it affects the frequency response
of participating CAs inherently, which is not discussed in the literature. Therefore, the impacts of
INP on the frequency quality and provision of load-frequency control (LFC) are shown thoroughly
with dynamic simulations of a three-CA testing systems, in addition to an eigenvalue analysis of a
two CA system. It is shown clearly herein that INP changes the eigenvalues of the system matrix,
which results in decreased damping of the entire power system. Furthermore, the simulation results
confirmed that INP reduces balancing energy, releases regulating reserve and reduces the unintended
exchange of energy; thus, LFC performance indicators were improved. However, the impact of
INP on frequency quality is not so explicit, since cases exist of frequency quality improvement and
deterioration.

Keywords: imbalance netting process; load-frequency control; performance indicators; eigenvalue
analysis; regulating reserve; balancing energy

1. Introduction

1.1. Motivation and Incitement

Transmission system operators (TSOs) are facing new challenges in power system operation
due to the expansion of cross-border electricity trading, the opening of ancillary services markets,
the demand to lower the cost of power system operation and the increasing penetration of renewable
energy sources [1–6]. To cope with these challenges, novel control techniques and advanced tools to
enhance the efficiency and reliability of the future power systems are being developed continuously.
In the last decade, the imbalance netting process (INP) was implemented in Europe, with the aim of
releasing regulating reserve and reducing balancing energy [7]. In this way, the occurrence of opposing
active power reserve activations are avoided between interconnected control areas (CAs) [8]. Due to
the reduced amount of activated balancing energy, financial costs regarding regulating reserve and
balancing energy are also reduced. A number of questions regarding the impact of INP on power
system dynamics remain to be addressed, especially due to the fact that the quality of frequency shows
declining trends [9]. To our knowledge, no prior studies have examined the impact of INP on power
system dynamics. Moreover, only a limited number of studies have been conducted considering INP.
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1.2. Literature Review

Imbalances between generation and consumption of electrical energy lead to deviations in the
actual system frequency of the power system [10]. Frequency deviations must be limited within a given
target range; therefore, different levels with different time frames of control are applied, i.e., 10–30 s for
the primary- and 10–20 min for the secondary-control levels [11–13]. In order to maintain scheduled
interchange power between CAs, load-frequency control (LFC) is incorporated, which is only one
function of automatic generation control (AGC) [14]. Furthermore, interchange power deviations cause
additional power flows through tie-lines between CAs, which must not surpass available transmission
capacities (ATCs); otherwise, a negative impact might occur on the stability of a power system [15].
Consequently, one of the main obligations of a TSO is maintaining equilibrium between generation
and consumption in its CA by activating regulating reserves. In order to avoid the counter-activation
of regulating reserves in different CAs, grid control cooperation (GCC) was established in Europe.
In that manner, INP was implemented between four German TSOs which have operated jointly since
2008 [7]. Shortly after, international extensions to other countries were made, and GCC evolved into
International GCC (IGCC) [16]. The framework for INP is now incorporated in the valid European
Union Regulations [11,17].

Since INP is used to avoid the simultaneous activation of regulating reserves with different signs
in participating CAs, only CAs with a surplus of energy can compensate CAs with a shortage of energy.
Resulting from the reduced amount of activated regulating reserve, INP also reduces financial costs [7].
Moreover, significant financial gains could be reached with the expansion of INP to additional CAs [18].
Since INP reduces the overall use of regulating reserves, dynamic dimensioning of regulating reserves
with respect to INP should also be taken into consideration [19].

The framework of INP adds a correction power to the calculation of area control error (ACE)
through a virtual tie-line. Correction power for an individual CA is determined by an optimization
module, where different distribution functions can be used; i.e., proportional to imbalance, inverse
ratio to imbalance and uniform pro-rata [8]. Generally, a proportional to imbalance distribution is
used. Furthermore, calculation of correction power is based on actual responses of control units and
on the activated regulating reserves [20]. A similar concept, i.e., ACE diversity interchange (ADI), was
established in North America in 1993. However, ADI does not include actual responses of control
units [21,22]. A different coordination scheme between CAs is given in [23], where individual ACEs of
each CA were used to approximate aggregated ACE where all CAs were assumed to be a single CA.

Compensation of imbalances through the INP should have a positive impact on frequency quality.
However, this topic must be addressed, since frequency quality shows declining trends [9]. According
to [7], INP has no impact on LFC dynamics, and consequently, on frequency quality. Nevertheless,
INP correction power includes load variation a a frequency term. Furthermore, compensation of load
imbalances between CAs is possible only when they have different signs, which is not the case for
the frequency terms. Consequently, the impact of INP on frequency response of participating CAs
is inherent.

1.3. Contribution and Paper Structure

This paper presents a block diagram of the LFC framework of the i-th CA with INP optimization
module, in addition to the basic principle of INP and the INP optimization process. A ninth order
state-space matrix representation is given for two states of INP, where the ATC factor is introduced
due to INP. That way, the impact of INP on a system and input matrix is shown, and unlike [7,8,18],
proof of stability is outlined with eigenvalue analysis of a two CA system with and without INP.
Moreover, the impact of INP on frequency quality and provision of LFC is shown through performance
indicators, balancing energy, regulating reserve and unintended exchange of energy, which no study
has examined to date.

This paper is organized as follows. Section 2 describes the basic principles of LFC and INP.
Additionally, INP optimization is explained. In order to show the impact of INP on power system
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dynamics, an eigenvalue analysis, where two CAs were considered, is given in Section 3. a numerical
evaluation was also made for the impact of the ATC factor on the eigenvalues of the system matrix.
Section 4 describes a three CA testing model with and without INP, which was used for numeric
simulations. Two types of tests were considered; i.e., step changes of loads and random load
fluctuations. In addition, indicators are outlined for evaluation of LFC provision. The results are
presented in Section 5. First, time responses to step changes of loads are given for all the system
variables. Next, the LFC provision under random load fluctuations was evaluated using standard
indicators for frequency quality and LFC performance; and regulating reserve, balancing energy and
unintended exchange of energy. Finally, Section 6 summarizes important conclusions and outlines
future work.

2. Load-Frequency Control and the Imbalance Netting Process

2.1. LFC

A large-scale power system comprises multiple CAs that are connected through transmission
lines. In addition to frequency control within each CA, interchange power with neighboring CAs must
also be controlled, which is known as LFC [10]. The input of LFC is an area control error, which is,
for the i-th CA, defined as

ACE′i = ∆Pi + Bi∆ fi, (1)

where ∆ fi =( fai− fsi) and ∆Pi =(Pai−Psi) are frequency deviation and interchange power variation,
respectively. Here, fai and Pai denote actual, i.e., measured, values, while fsi and Psi denote scheduled
values. Furthermore, Bi is the frequency-bias coefficient that reflects the size of the CA. The value
of Bi is determined on an annual basis by all TSOs of a synchronous area, considering the sum of
primary control reserve relative to the maximum steady-state frequency deviation, the auto-control
of generation, and the self-regulation of load [11]. Note that ACE′i <0 means that the consumption
is higher than the generation; therefore, the CA is characterized as “short”. Furthermore, a CA is
characterized as “long” when ACE′i >0.

The basic LFC framework of the i-th CA is shown in Figure 1 with solid lines. Here, PI
is a proportional-integral controller, whereas a negative control-feedback is included as −1 gain.
In addition, LPF denotes low pass filter and SH denotes sample and hold, with typical values of a
sampling time Ts between 1 to 5 s. The output of LFC is scheduled control power ∆Psci, which is
distributed to the participating control units that change active electric power ∆Pei accordingly. When
neglecting the transmission losses, the electrical control power of the i-th CA can be expressed as

∆Pei = ∆Pi + ∆PLi, (2)

where ∆PLi denotes load power variation. Undoubtedly, the provision of LFC is an expense for the
TSO, which depends on the size of the LFC reserve, and on the actually activated reserve power. Note,
the LFC reserve is also known as a regulating reserve, whereas, instead of activated reserve power,
the term balancing energy is used, typically.
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Figure 1. Block diagram of the load-frequency control (LFC) framework of the i-th control area (CA)
(solid line) with the imbalance netting process (INP) optimization module (solid and dotted line).

2.2. INP

INP was developed due to the high costs of balancing energy, where CAs with opposite signs
of interchange power variations can net the demand for balancing energy between the participating
CAs [7,20]. Compensation between CAs is possible if participating CAs have different signs of demand
power; thus, CAs with a surplus of energy, i.e., “long” CAs, can compensate CAs with a shortage of
energy, i.e., “short” CAs. Thus, the balancing energy can be decreased, while releasing regulating
reserve. Participating CAs are connected by an INP optimization module through virtual tie-lines.
Note that a virtual tie-line connects control units in the CA of the connecting TSO to the CA of the
receiving TSO. The active power flow on a virtual tie-line is either measured or calculated from the
measurements [11].

The framework of an LFC with INP optimization module is shown in Figure 1 with solid and
dotted lines. The input variables for INP optimization are the demand powers of all participating CAs;
i.e., Pdi, Pdj, ..., PdN . The demand power of the i-th CA determines the total compensation power with
participating CAs that have the opposite sign of ACE′i , and is given as

Pdi = ∆Pei − ACE′i . (3)

The following relation is obtained by introducing (1) and (2) into (3)

Pdi = ∆PLi − Bi∆ fi. (4)

The output variable of the INP optimization is a correction power Pcori, calculated with a delay of
Ts due to SH. It is included for the i-th CA as

ACEi = (∆Pi + Bi∆ fi)− Pcori, (5)

where terms in brackets denote ACE′i . Clearly, Pcori and Pdi must have opposite signs. Note that
compensation between the i-th and j-th CA is possible only if sign(Pdi) 6=sign(Pdj).

Calculation of Pcori is a part of the INP optimization that is explained in the next Section. However,
in the case of two participating CAs, only two corrections are possible; i.e., Pcori =−PdiK or Pcori =

+PdjK. Here, factor K accounts for the limit of ATC, where K = 0 means that INP compensation is
equal to 0%, whereas K=1 means that INP compensation is equal to 100%. When considering (4), the
correction between two participating CAs is, for the i-th CA, expressed as

Pcori =(−∆PLi + Bi∆ fi)K (6)
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or
Pcori =(∆PLj − Bj∆ f j)K. (7)

2.3. INP Optimization

The main target function of INP optimization is the maximal possible compensation, with a
general limit of Pdi and the limit of ATC between participating CAs, which can differ for each direction
of compensation. When connecting various CAs through one common point, a target function of
fairness is considered, additionally, which distributes Pcori between participating CAs. Generally, a
proportional to imbalance distribution is used, but inverse ratio to imbalance, or uniform pro-rata
distributions could also be used [8]. Moreover, in cases of parallel tie-lines, an additional target
function is needed for advantageous use of the tie-lines with the highest ATC. Economic optimization,
which minimizes the costs of participating CAs, is also possible. Note, this paper does not discuss INP
optimization while proportional to imbalance distribution is used.

3. Eigenvalue Analysis of a Two CA System with INP

A linearized fourth order system with constant parameters is used to describe the i-th CA,
as proposed in [10,14]. Generator and load dynamics are represented by inertia Hi and damping Di.
A governor-turbine system is described as a steam non-reheat turbine with time constants TGi and
TCHi. A primary frequency loop is considered with a constant droop characteristic Ri. Moreover, LFC
is modeled by a PI controller with a gain Kri and time constant Tri. In addition, INP is also included
according to Figure 1, where ATC is considered with a factor K, as described in Section 2.2. The
physical connection between CAi–CAj is described by a synchronizing coefficient Tij that is defined
with parameters of a lossless equivalent tie-line in the vicinity of the operating point. Note that LPF
and time delays due to the SH are not considered.

3.1. State-Space Model

Two CAs connected through a tie-line represent a ninth order system, which, in a state-space
matrix representation, is given as

ẋ = Ax + Bu. (8)

Vectors of state-space and input variables are given, respectively, as

xT = [∆ f1, ∆Pm1, ∆Pg1,
∫

ACE1dt,
∆ f2, ∆Pm2, ∆Pg2,

∫
ACE2dt, ∆P12]

(9)

and
uT = [∆PL1, ∆PL2], (10)

where ∆Pg1 and ∆Pg2 are the turbine governor’s outputs, and ∆Pm1 and Pm2 are turbine outputs.
System and input matrices A and B both depend on the state of the INP optimization. For two
participating CAs, the only possibility for correction power is given as Pcor1 =−Pcor2, whereas two
states of the INP optimization are possible; i.e.,

State 1: Pcor1=−Pd1K, Pcor2=+Pd1K;
State 2: Pcor1=+Pd2K, Pcor2=−Pd2K.

It should be emphasized that INP switches between both states. However, the constant structure of
the model is further assumed; thus, both states will be analyzed separately. Due to INP, ATC factor K
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appears in matrices A and B; thus, K=0 corresponds to a system without INP. When considering the
INP given in Section 2.2, then matrices A and B are given by (11) for State 1, and by (12) for State 2.

A =



− D1
2H1

1
2H1

0 0 0 0 0 0 − 1
2H1

0 − 1
TCH1

1
TCH1

0 0 0 0 0 0

− 1+R1Kr1B1(1−K)
R1TG1

0 − 1
TG1

− Kr1
TG1Tr1

0 0 0 0 − Kr1
TG1

B1(1− K) 0 0 0 0 0 0 0 1
0 0 0 0 − D2

2H2
1

2H2
0 0 1

2H2

0 0 0 0 0 − 1
TCH2

1
TCH2

0 0
−Kr2B1K

TG2
0 0 0 − 1+R2Kr2B2

R2TG2
0 − 1

TG2
− Kr2

TG2Tr2

Kr2
TG2

B1K 0 0 0 B2 0 0 0 −1
2πT12 0 0 0 −2πT12 0 0 0 0


, B =



− 1
2H1

0
0 0

−Kr1K
TG1

0
K 0
0 − 1

2H2

0 0
Kr2K
TG2

0
−K 0

0 0


. (11)

A =



− D1
2H1

1
2H1

0 0 0 0 0 0 − 1
2H1

0 − 1
TCH1

1
TCH1

0 0 0 0 0 0
− 1+R1Kr1B1

R1TG1
0 − 1

TG1
− Kr1

TG1Tr1
−Kr1B2K

TG1
0 0 0 − Kr1

TG1

B1 0 0 0 B2K 0 0 0 1
0 0 0 0 − D2

2H2
1

2H2
0 0 1

2H2

0 0 0 0 0 − 1
TCH2

1
TCH2

0 0

0 0 0 0 − 1+R2Kr2B2(1−K)
R2TG2

0 − 1
TG2

− Kr2
TG2Tr2

Kr2
TG2

0 0 0 0 B2(1− K) 0 0 0 −1
2πT12 0 0 0 −2πT12 0 0 0 0


, B =



− 1
2H1

0
0 0
0 Kr1K

TG1

0 −K
0 − 1

2H2

0 0
0 −Kr2K

TG2

0 K
0 0


. (12)

3.2. Numerical Evaluation of the Impact of the ATC Factor on the Eigenvalues of A

A numerical evaluation was performed, since exact analytical expressions for eigenvalues are
complicated. Two identical CAs were assumed, with typical parameters and control settings [10,14].
The only differences were PI controller time constants, which were Tr1=60 s and Tr2=30 s. ATC factor
K was considered as a free parameter. Only INP was considered, since it affects the matrix A. The
obtained characteristic polynomial is given as

9

∑
n=0

anλn, (13)

where λ is an eigenvalue of A, whereas coefficients an are given in Table 1 for both the discussed States.

Table 1. Coefficients of a characteristic polynomial.

State 1 a0 a1 a2 a3 a4 a5 a6 a7 a8 a9
0.6 30K + 233 −19K + 20,000 −1300K + 21,000 −599K + 12,000 −233K + 4800 −17K + 1200 255 27 1

State 2 a0 a1 a2 a3 a4 a5 a6 a7 a8 a9
0.6 −30K + 233 −59K + 20,000 −1300K + 21,000 −599K + 12,000 −233K + 4800 −17K + 1200 255 27 1

Figure 2 shows the impact of the ATC factor K on eigenvalues of A for INP and State 1. A dominant
impact of factor K is noticed on three eigenvalues, where one is real and two are complex conjugates,
as shown in Figure 2. They are determined by coefficients a2, a5 and a6. The most critical are complex
conjugate eigenvalues, since increasing the ATC factor K results in decrease of the damping ζ, as given
in Table 2 and Figure 3, and has negative impact on the system. The results are given for moderately
coupled systems. Additionally, different values of the tie-line parameter Tij were used to show the
impact of ATC factor K on damping of dominant eigenvalues of A. Figure 3 shows clearly that an
increase of Tij results in a decrease of ζ, in addition to the decrease of ζ with an increase of K. Note
that the results obtained for State 2 are similar and the differences are seen in Tables 1 and 2.
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Figure 2. Impact of ATC factor K on eigenvalues of A for INP and State 1.
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Figure 3. The impacts of available transmission capacity (ATC) factor K on damping of dominant
complex conjugate eigenvalues of A for different values of Tij and State 1.

Table 2. The impacts of ATC factor K on the damping of dominant complex conjugate eigenvalues
of A.

State 1 K 0 0.1 0.2 0.3 0.4 0.5 0. 6 0.7 0.8 0.9 1
ζ 0.0571 0.0558 0.0544 0.0529 0.0514 0.0498 0.0481 0.0463 0.0445 0.0425 0.0405

State 2 K 0 0.1 0.2 0.3 0.4 0.5 0. 6 0.7 0.8 0.9 1
ζ 0.0571 0.0558 0.0544 0.0530 0.0514 0.0498 0.0481 0.0464 0.0445 0.0426 0.0406

4. Numerical Simulations and Performance Indicators

A testing system with three equal CAs was considered, where CA1–CA2 and CA2–CA3 were
connected with tie-lines, whereas CA1–CA3 were not connected physically through a tie-line.
Moreover, all three CAs were connected by the INP optimization module through virtual tie-lines.
A Matlab/SIMULINK model was developed, wherein numerical simulations were performed using a
50 ms step-size.

4.1. Dynamic Model

4.1.1. Structure

A single CA was described with a linearized low-order model [14,24], as shown in Figure 4.
The model assumes that voltage control (reactive power) does not affect frequency control (active
power). Furthermore, a group of several generators was replaced with one equivalent, where the
fast (voltage and angle) dynamic was neglected, which reduced the complexity of the modeling.
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Therefore, generator–load dynamic is described by Hi and Di. Additionally, three different types of
governor-turbine systems were considered; i.e., a hydraulic unit, a steam reheat unit and a steam
non-reheat unit, that is presented as

M1i =
1

1 + sTGi

1 + sTRi
1 + (RTi/RPi)sTRi

1− sTWi
1 + s0.5TWi

, (14)

M2i =
1

1 + sTGi

1 + sFHPiTRHi
(1 + sTCHi)(1 + sTRHi)

, (15)

M3i =
1

1 + sTGi

1
1 + sTCHi

, (16)

respectively [10]. Here, TGi denotes the governor time constant, TRi is the reset time, RTi is the
temporary droop, RPi is the permanent droop and TWi is the water starting time. Moreover, FHPi is
a fraction of the total turbine power generated by the high pressure turbine section, TCHi is the time
constant of the main inlet volumes and steam chest, whereas TRHi is the time constant of the reheater.
A constant Rni was assumed, in addition to the ramping rate and participation factors αni of the control
units. Furthermore, a first order LPF and a PI controller were modeled as

GLPFi =
1

1 + sTLPFi
, (17)

Gri = Kri
1 + sTri

sTri
. (18)

Here, TLPFi denotes the LPF time constant, whereas Kri is gain and Tri is the time constant of the PI
controller. The tie-line connection with various CAs was described by Tij, which is defined with line
reactance, magnitude and angle difference of the line terminal bus voltage [25]. Furthermore, two
different structures were used; i.e., with and without INP.
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Figure 4. Block diagram of the i-th CA without INP.

4.1.2. Parameters

The parameters of the model used for numerical simulations were set according to [10,14] and
are given in Table 3, where the ramp rate is given in puMW/min. The frequency-bias coefficient was
determined as constant Bi =(1/Ri + Di), where 1/Ri = 1/R1i + 1/R2i + 1/R3i. In all three CAs the
model parameters were set equally, the only differences were PI controller time constants Tri, which
showed the largest impact on ∆ fi. Note that, in addition to Tri, Kri, TLPFi and αni also showed an
impact on ∆ fi, but it was negligible in comparison to Tri; therefore, their values were set equally for
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all three CAs. Moreover, one cycle each of AGC and INP optimization was included with Ts =2 s,
respectively.

Table 3. Model parameters used for numerical simulations.

Parameter Value Parameter Value Parameter Value

Hi 0.1 pu s αni 1/3 TLPFi 0.3 s
Di 0.01 pu/Hz Kri 0.3 Tr1 60 s
Tij 1/15 pu/Hz Rni 3 Hz/pu Tr2 = Tr3 30 s

Hydraulic Value Non-Rehat Value Reheat Value

TGi 0.2 s TGi 0.1 s TGi 0.2 s
TRi 5 s TCHi 0.3 s TRHi 7 s
TWi 1 s – – TCHi 0.3 s

RTi/RPi 7.6 – – FHPi 0.3
ramp rate ±100 ramp rate ±20 ramp rate ±10

4.2. Testing Cases

In order to simulate the worst case, the loads of individual CAs were changed simultaneously,
although their proportions were maintained through the entire simulation. Note, proportions were set
as |∆PL1|/|∆PL2|= 1.5, |∆PL2|/|∆PL3|= 0.5 and |∆PL1|/|∆PL3|= 0.75. Additionally, the limit of ATC
for power interchange between CAs was disabled (K=1) to achieve maximum possible compensation
with INP. All possible sign combinations of ∆PLi for numerical simulations of a three-CA testing system
are shown in Table 4 in addition to possible INP compensation. Four testing cases were considered;
i.e., Cases 1–4, since Cases 5–8 gave the same results, only the resulting signs were opposite. In Case 1,
load magnitudes were set in a way that all three CAs were short. In Case 2 CA1 and CA2 were short,
while CA3 was long. In Case 3, CA1 and CA3 were short, while CA2 was long. In Case 4, CA1 was
short, while CA2 and CA3 were long. Furthermore, full compensation was possible in Cases 2 and 3,
due to a higher absolute value of the sum of loads in long CAs in comparison to the absolute value of
the load in the short CA. In addition, two types of tests were performed; i.e., step changes of loads and
random load fluctuations.

Table 4. Possible sign combinations of ∆PLi for numerical simulations for three CAs.

Sign(∆PLi) Possible INP
CA1 CA2 CA3 Compensation

Case 1 + + + NO
Case 2 + + − YES
Case 3 + − + YES
Case 4 + − − YES
Case 5 − + + YES
Case 6 − − + YES
Case 7 − + − YES
Case 8 − − − NO

4.2.1. Step Changes of Loads

The initial load values were equal to zero in all three connected CAs, as shown in Figure 5. Then,
simultaneous step changes of the loads were applied at t=10 s.
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Figure 5. Step changes of ∆PLi used in numerical simulations for three CAs.

4.2.2. Random Load Fluctuations

A dynamic load model was considered as a linear, stochastic, time-invariant, first-order
system [26]. It was composed from two components, wherein the first one correlated to trend changes
with the quasi-period of 10–30 min. The second component captured common fluctuations with the
quasi-period of several minutes. The dynamic model parameters were mean value, standard deviation
and autocorrelation, which should be known for both components. The discussed parameters were set
according to the measurements of an open-loop ACE in an undisclosed CA for a time period of 24 h.
The resulting load was changed every 60 s, and is shown in Figure 6.
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Figure 6. Random fluctuations of ∆PLi used in numerical simulations for three CAs.

4.3. Indicators for Evaluation of LFC Provision

Provision of LFC during random load fluctuations was evaluated with performance indicators,
balancing energy, regulating reserve and unintended exchange of energy. Note that 15-min averages of
the discussed variables was considered, as defined in [11].

4.3.1. Performance Indicators

Provision of LFC is generally evaluated with indicators defined by control performance standards
(CPS) [11,12]. Standard deviation of ACEi, denoted as σACEi, is used as a common indicator, which
is also comparable to the performance criterion defined by the European Network of Transmission
System Operators (ENTSO-E) [27]. Additionally, it is similar to CPS2, which is given by the North
American Electric Reliability Corporation (NERC) [12]. Furthermore, frequency quality was evaluated
with standard deviation of ∆ fi, denoted as σ∆ f i, which is given in [11,12]. The term frequency quality
can also be used as a measure of maintaining a good security of supply level; i.e., maintaining the
balance between generation and consumption of electrical energy in the power system [28].

4.3.2. Balancing Energy

As stated in [17], it is the energy used by TSOs to perform balancing and provided by a balancing
service provider, which is a market participant with reserve-providing units able to provide balancing
services to TSOs. Electricity balancing encompasses all actions and processes, on all timelines, through
which TSOs ensure, in a continuous way, the system frequency is within a predefined stability range.
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By definition, this is the actually activated electrical control power that can be, for the observed
time period, calculated as ∆Wei =

∫ t
0 ∆Peidt. Calculation was performed separately for positive and

negative values, which is, respectively, denoted as ∆Wei+ and ∆Wei−.

4.3.3. Regulating Reserve

According to [29], it is an amount of spinning reserve responsive to AGC, which is sufficient
to provide a normal regulating margin. The amount of regulating reserve can be estimated with
mean value and standard deviation of ∆Psci, denoted as µ∆Psci and σ∆Psci . They should be calculated
separately for positive and negative values, which are, respectively, denoted as µ∆Psci+ , µ∆Psci− and
σ∆Psci+ , σ∆Psci− .

4.3.4. Unintended Exchange of Energy

By definition, this is the difference between scheduled exchanges and measured physicals flows of
electrical energy between TSOs. In addition to interchange power variation, correction power should
also be considered [17]. Consequently, unintended exchange of energy for the observed time period,
is calculated as (∆Wi − ∆Wcori) =

∫ t
0 (∆Pi − ∆Pcori)dt. Calculations were preformed separately for

positive and negative values, which are, respectively, denoted as ∆Wun+ and ∆Wun−.

5. Results

Numerical simulations were performed for a three-CA testing system in order to analyze the
impact of INP on the system’s response. The impact was evaluated according to the results obtained.

5.1. Time Responses to Step Changes of Loads

Results are shown in Figures 7–13. Frequency deviations ∆ fi in all three CAs are seen
in Figure 7a–d after step changes of loads were applied. In Cases 1–3, ∆ fi is negative due to the
positive value of total ∆PLi, which is ∑ ∆PLi = +0.09 for Case 1, ∑ ∆PLi = +0.01 for Case 2 and
∑ ∆PLi =+0.05 for Case 3. However, in Case 4, ∆ fi is positive due to the negative value of the total
∆PLi, which is ∑ ∆PLi = −0.03. Note, the first peak of ∆ f1 and ∆ f2 is negative, due to the positive
value of ∆PL1 and ∆PL2 in Case 2. Accordingly, the first peak of ∆ f1 and ∆ f3 is negative due to the
positive value of ∆PL1 and ∆PL3 in Case 3, whereas the first peak of ∆ f1 is negative, due to the positive
value of ∆PL1 in Case 4. Initially, primary frequency control decreases ∆ fi in approximately 30 s after
the step change of the loads; then, additionally, LFC decreases ∆ fi slowly. Moreover, INP impacts ∆ fi
in Cases 2–4, but only after the completion of the primary frequency control, whereas, in Case 1, INP
compensation was not possible, as shown in Table 4. It is seen clearly that, in Cases 2 and 3, INP has
decreased ∆ fi in all three CAs in comparison to the system without INP. However, in Case 4, ∆ fi was
increased due to the negative value of the total ∆PLi, where full compensation was not possible.

The impact of INP is shown more clearly in Figures 8–10. Values of ACEi, ∆Psci and ∆Pei
decreased with INP in Cases 2–4. Note that INP had an insignificant impact on the dynamic of
primary frequency control, as seen from ∆Pei, where, approximately 20 s after the step change of the
load, the differences between the systems with and without INP occurred. However, INP obviously
increased ∆Pi in Cases 2–4, due to additional tie-line power flow, as seen in Figure 11. Note, in Case 1,
INP compensation was not possible.
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Figure 7. Time response of ∆ fi for a three-CA testing system, where “wo” is without INP and “w” is
with INP.

The signs of ∆Pdi and Pcori are opposite in Cases 2–4, as shown in Figures 12 and 13, and a 2 s time
delay is seen in Pcori due to INP, particularly at the beginning of the transients. Due to the oscillations
in ∆ fi, the sign change in ∆Pdi is obvious. Consequently, Pcori also changes sign, or can even be zero,
as seen in Cases 2 and 3. Therefore, these fast changing compensations are not desirable, since they
increase variations of ACEi at the beginning of the transients, as shown in Figure 8. Note, in Case 1,
INP compensation was not possible.
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Figure 9. Time response of ∆Psci for a three-CA testing system, where “wo” is without INP and “w” is
with INP.
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Figure 10. Time response of ∆Pei for a three-CA testing system, where “wo” is without INP and “w” is
with INP.
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Figure 11. Time response of ∆Pi for a three-CA testing system, where “wo” is without INP and “w” is
with INP.
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Figure 13. Time response of Pcori for a three-CA testing system.

5.2. Evaluation of LFC Provision to Random Load Fluctuations

Results are given in Tables 5–7 and Figure 14. Performance indicators σ∆ f i and σACEi are given
in Table 5. Clearly, INP decreases σ∆ f i in Cases 2 and 3, whereas, in Case 4, σ∆ f i is increased due
to the negative value of the total ∆PLi, where full compensation was not possible. Moreover, INP
decreases σACEi in Cases 1–3, which is obviously expected. In addition, σ∆ f i for different values of Tij is
shown in Figure 14. Clearly, INP decreases σ∆ f i in Cases 2 and 3, whereas, in Case 4, σ∆ f i is increased,
as expected according to Table 5. However, the impact of Tij on σ∆ f i is not unambiguous, since cases of
improvement and deterioration exist with the variations of Tij. Note, in Case 1, INP compensation was
not possible.

Moreover, Table 6 shows the results for the regulating reserve and balancing energy, where INP
decreased µPsci, σPsci and ∆Wei for positive and negative values in Cases 2–4. This indicates clearly
that INP releases regulating reserve and reduces balancing energy. Note, in Case 1, INP compensation
was not possible.

Last but not least, results for unintended exchange of energy are given in Table 7. Positive and
negative values of ∆Wun were decreased due to INP in Cases 2–4. Note, in Case 1, INP compensation
was not possible.

Table 5. Performance indicators for LFC.

σ∆ f i [mHz] σACEi [pu × 103] σ∆ f i [mHz] σACEi [pu × 103]
Parameter wo w wo w Parameter wo w wo w

C
as

e
1 CA1 3.95 3.95 5.51 5.51

C
as

e
3 CA1 2.64 2.45 5.54 4.14

CA2 3.84 3.84 2.13 2.13 CA2 2.29 2.12 2.18 0.55
CA3 3.91 3.91 4.29 4.29 CA3 2.60 2.42 4.30 3.25

C
as

e
2 CA1 1.01 0.43 5.53 1.18

C
as

e
4 CA1 0.64 1.04 5.56 0.38

CA2 1.24 0.61 2.16 0.45 CA2 0.65 1.07 2.15 1.10
CA3 1.20 0.51 4.31 0.12 CA3 0.52 0.93 4.30 2.24

Legend: wo—without INP; w—with INP.
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Figure 14. Calculated σ∆ f i for different values of Tij for a three-CA testing system, where “wo” is
without INP and “w” is with INP.
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Table 6. Indicators for regulating reserve and balancing energy.

CA1 CA2 CA3
Parameter wo w wo w wo w

C
as

e
1

µPsci+ [pu× 103] 20.22 20.22 13.49 13.49 27.01 27.01
µPsci− [pu× 103] −13.75 −13.75 −9.66 −9.66 −19.36 −19.36
σPsci+ [pu× 103] 14.03 14.03 9.75 9.75 19.55 19.55
σPsci− [pu× 103] 10.88 10.88 7.49 7.49 14.98 14.98

∆Wei+ [pu h] 4.43 4.43 3.10 3.10 6.02 6.02
∆Wei− [pu h] −2.35 −2.35 −1.70 −1.70 −3.23 −3.23

C
as

e
2

µPsci+ [pu× 103] 20.24 4.15 13.52 2.84 19.39 0.31
µPsci− [pu× 103] −13.77 −2.86 −9.69 −1.98 −27.04 −0.33
σPsci+ [pu× 103] 14.08 2.86 9.79 1.97 15.03 0.24
σPsci− [pu× 103] 10.89 2.25 7.51 1.56 19.63 0.21

∆Wei+ [pu h] 4.39 0.91 3.01 0.63 3.14 0.03
∆Wei− [pu h] −2.33 −0.49 −1.62 −0.35 −5.90 −0.04

C
as

e
3

µPsci+ [pu× 103] 20.23 14.83 9.49 1.42 27.03 20.09
µPsci− [pu× 103] −13.76 −10.19 −13.80 −1.69 −19.37 −13.95
σPsci+ [pu× 103] 14.06 10.16 7.61 1.14 19.57 14.03
σPsci− [pu× 103] 10.90 7.98 9.76 1.03 15.00 11.06

∆Wei+ [pu h] 4.41 3.24 1.58 0.16 6.00 4.39
∆Wei− [pu h] −2.34 −1.74 −2.95 −1.19 −3.22 −2.39

C
as

e
4

µPsci+ [pu× 103] 20.25 0.67 9.69 4.91 19.38 9.67
µPsci− [pu× 103] −13.78 −0.60 −13.52 −7.07 −27.03 −13.96
σPsci+ [pu× 103] 14.10 0.42 7.51 3.87 15.01 7.68
σPsci− [pu× 103] 10.91 0.43 9.79 4.89 19.61 9.75

∆Wei+ [pu h] 4.40 0.11 1.57 0.84 3.15 1.64
∆Wei− [pu h] −2.34 −0.10 −2.95 −1.55 −5.92 −3.03

Legend: wo—without INP; w—with INP.

Table 7. Indicators for unintended exchange of energy.

∆Wun+[pu h] ∆Wun−[pu h] ∆Wun+[pu h] ∆Wun−[pu h]
Parameter wo w wo w Parameter wo w wo w

C
as

e
1 CA1 0.246 0.246 -0.258 -0.258

C
as

e
3 CA1 4.444 0.021 -2.368 -0.017

CA2 0.273 0.273 -0.263 -0.263 CA2 0.774 -0.002 -1.460 0.002
CA3 0.086 0.086 -0.075 -0.075 CA3 1.597 0.022 -2.986 -0.026

C
as

e
2 CA1 1.935 0.019 -3.604 -0.023

C
as

e
4 CA1 2.368 0.017 -4.444 -0.021

CA2 1.269 -0.008 -2.378 0.009 CA2 1.460 -0.002 -0.774 0.002
CA3 5.982 0.013 -3.204 -0.011 CA3 2.986 0.026 -1.597 -0.022

Legend: wo—without INP; w—with INP.

6. Conclusions

The impact of INP on power system dynamics was shown in this paper. Eigenvalue analysis of a
two CA testing system showed clearly, that INP impacts both the system and input matrices. Moreover,
from the results obtained it was concluded that INP results in decreased damping of dominant
eigenvalues, which has a negative impact on the entire power system’s dynamics. Furthermore, it
was shown that increasing the tie-line parameter results in decrease of the damping of the system. In
addition, thorough numerical simulations of a three-CA testing system with INP were performend,
in order to analyze the impact of INP on frequency quality and provision of LFC. First, from the results
of step changes of loads it can be concluded that INP impacts the frequency response of participating
CAs. Clearly, INP had a positive impact on frequency quality in cases of positive values of total load
variation, whereas a negative value of total load variation had a negative impact of INP frequency
quality. In addition, the impact of INP on the dynamic of primary frequency control was negligible.
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Furthermore, ACE variations were reduced with INP. Moreover, scheduled control and active electric
power were reduced, whereas interchange power variation was increased due to higher tie-line power
flow between interconnected CAs. A 2 s time delay exists in correction power due to INP, and a sign
change in demand power occurred because of the oscillations in frequency deviations. Consequently,
correction power changed sign or was zero. Therefore, these fast changing compensations are not
desirable, since they increase variations of ACE at the beginnings of the transients.

The results of random load fluctuations confirmed that INP impacts the frequency responses of
participating CAs. However, similar to step changes of loads, cases of frequency quality improvement
and deterioration exist. Similarly, the impact of tie-line parameter on the standard deviation of
frequency deviation is not unambiguous, since cases of improvement and deterioration exist.

A positive value of total load variation had a positive impact of INP on standard deviation of
frequency deviation, whereas a negative value of total load variation had negative impact of INP on
standard deviation of frequency deviation. Similarly, the standard deviation of ACE was reduced with
INP. Moreover, the mean value and standard deviation of scheduled control power for positive and
negative values were reduced with INP. Positive and negative balancing energy were also reduced. Last
but not least, positive and negative unintended exchange of energy were reduced significantly due to
INP. Therefore, it can be concluded from the results obtained that INP reduces activation of secondary
control reserve, and consequently, it reduces balancing energy and releases regulating reserve.

Future work should focus on dynamic dimensioning of regulating reserves with respect to INP.
It was shown that INP reduced the overall use of regulating reserves, which has not been taken into
consideration for reserve dimensioning. That way, the possible over-dimensioning of a regulating
reserve could be decreased.
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Abbreviations

The following abbreviations are used in this manuscript:

TSO Transmission System Operator
INP Imbalance Netting Process
CA Control Area
LFC Load-Frequency Control
AGC Automatic Generation Control
ATC Available Transmission Capacity
GCC Grid Control Cooperation
IGCC International Grid Control Cooperation
ACE Area Control Error
ADI Area Control Error Diversity Interchange
PI Proportional-Integral Controller
LPF Low Pass Filter
SH Sample and Hold
CPS Control Performance Standards
ENTSO-E European Network of Transmission System Operators for Electricity
NERC North American Electric Reliability Corporation
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