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Abstract: For energy-neutral operation (ENO) of wireless sensor networks (WSNs), we apply a
wireless powered communication network (WPCN) to a WSN with a hierarchical structure. In this
hierarchical wireless powered sensor network (WPSN), sensor nodes with high harvesting energies
and good link budgets have energy remaining after sending their data to the cluster head (CH),
whereas the CH suffers from energy scarcity. Thus, we apply the simultaneous wireless information
and power transfer (SWIPT) technique to the considered WPSN so that the sensor nodes can transfer
their remaining energy to the CH while transmitting data in a cooperative manner. To maximize the
achievable rate of sensing data while guaranteeing ENO, we propose a novel ENO framework, which
provides a frame structure for SWIPT operation, rate improvement subject to ENO, SWIPT ratio
optimization, as well as clustering and CH selection algorithm. The results of extensive simulations
demonstrate that the proposed ENO based on SWIPT significantly improves the achievable rate
and reduces the energy dissipated in the network while guaranteeing ENO, in comparison with the
conventional schemes without SWIPT.

Keywords: energy-neutral operation; wireless powered sensor network; simultaneous wireless
information and power transfer; energy harvesting; clustering

1. Introduction

With the emergence of energy harvesting (EH) techniques, sensors can be equipped with EH
modules to acquire additional energy from the ambient resources (i.e., solar radiation, wind, vibrations,
radio-frequency (RF) power, etc.) Such EH sensors do not break down due to energy shortages as long
as the energy consumption is less than the harvested energy, so they can operate perpetually with a
desired performance level, which is called energy neutral operation (ENO) [1].

According to the controllability of energy sources, ENO approaches can be classified as ambient
energy harvesting (AEH) or wireless power transfer (WPT). AEH is the process of transforming any
ambient resource, such as solar radiation or wind, into readily utilizable energy [2]. In AEH, it is
difficult to control the amount of energy supplied due to the random nature of the employed energy
sources. Thus, by predicting the energy source activity, various adaptive energy management schemes,
which control the duty cycles [3], transmission power [4], sampling rates [5], and routing paths [6] of
sensor nodes, have been proposed to guarantee ENO. Meanwhile, WPT uses a controllable RF power
source, such as a power beacon and hybrid access point (HAP) (While a power beacon only acts as a
power transmitter, a HAP acts as both a power transmitter and a communication gateway.) Various
radio resources (e.g., time, bandwidth, waveform, antennas, etc.) can be controlled to transfer the RF
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energy efficiently while ensuring ENO [7,8]. Such controllability at the RF power source adds a new
dimension to the system optimization, and various optimization problems have been addressed to
maximize system performance while ensuring ENO [9,10].

The potential of WPT has recently begun to emerge in two major applications: wireless powered
communication networks (WPCNs) [11] and simultaneous wireless information and power transfer
(SWIPT) [12]. A WPCN consists of a dedicated power source (e.g., HAP) and wireless devices (e.g.,
sensors), where the wireless devices are powered by the RF waves sent from the HAP and then transmit
data to the HAP using the harvested energy. On the other hand, SWIPT is a technique that enables both
wireless information transmission (WIT) and wireless energy transfer (WET) to be attained simultaneously
via the same electromagnetic wave [13]. To this end, one of two mode-switching techniques, namely
power splitting (PS) or time switching (TS), is used to balance the ratio of WIT to WET [14].

One of the main challenges in the operation of wireless sensor networks (WSNs) is the limited battery
time of the sensor nodes. WSNs typically consist of massive numbers of sensor nodes, so it is costly and
impractical to replace their batteries regularly [15]. It is also very serious that sensing errors and link
failures often occur when the battery life of a sensor node is almost over. Therefore, extending the lifetimes
of sensor nodes while maintaining their sensing performance is a major problem in WSNs [16,17].

To address this issue, we apply the WPT technology to a WSN. Firstly, we apply the basic WPCN
concept to a hierarchical network structure, as many WSN applications use this structure to reduce the total
cost of the transmission links [18]. In this wireless powered sensor network (WPSN) with a hierarchical
structure, all of the nodes in the cell harvest wireless energy from the HAP, as in a WPCN. However unlike
in a WPCN, the sensor nodes are clustered and transmit the sensing data to the cluster head (CH) without
directly transmitting the data to the HAP. The CH gathers and aggregates all of the sensing data received
from its member nodes and then transmits the aggregated data to the HAP at one time.

If all of the sensor nodes perform the same task and thus generate sensing data of the same size,
the maximum rate of the sensing data collected in the WSN will be limited by the worst sensor node
with low harvesting energy and poor link budget [19,20]. Thus, all of the sensor nodes only need to
support the same data rate as the worst node so that some sensor nodes may have energy remaining
after transmitting their sensing data to the CH. On the other hand, the CH needs more processing
for the reception and aggregation of multiple sensing data and has to transmit the aggregated data
to the HAP via an uplink; thus, it requires more energy in general (i.e., the CH becomes the highest
energy-consuming node in the cluster with high probability). Considering this situation, we apply
the SWIPT technique to the considered WPSN so that the sensor nodes could transfer their remaining
energy to the CH while transmitting data in a cooperative way. This approach can increase the
sensing data rate in the cluster while guaranteeing the ENO of sensor nodes because the CH receives
additional energy from its member nodes and the sensor nodes give up only the remaining energy.
The objective of our study is to maximize the achievable rate of sensing data while guaranteeing ENO
in the considered WPSN. The main contributions can be summarized as follows:

• We design a frame structure to operate SWIPT in the hierarchical WPSN structure. The frame is
divided into WET, SWIPT, and WIT slots, and each sensor node uses either a PS or TS method in
the allocated SWIPT slot.

• We numerically express the achievable rate of sensing data collected in each cluster subject to
the guarantee of ENO of the sensor nodes and obtain the total energy dissipated in the cluster
depending on the use of SWIPT.

• We develop an algorithm that finds the optimal SWIPT ratio in terms of PS and TS to maximize
the achievable rate of sensing data in the cluster.

• Finally, we design a clustering and CH selection algorithm based on the K-means clustering
algorithm to maximize the achievable rate in the entire network.

The rest of this paper is organized as follows. In Section 2, we survey related previous studies
and explain the originality of our study. In Section 3, we describe the considered WPSN system and
introduce our basic approach. In Section 4, we explain the proposed ENO framework in terms of frame
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structure, the details of ENO, the optimal SWIPT ratio, and clustering and CH selection. In Section 5,
the simulation results are discussed. Finally, we present the conclusions in Section 6.

2. Related Works

In this section, we survey the previous studies on WPT-based ENO, which are directly related to
the proposed approach.

2.1. WPCN

WPCN basically guarantees ENO because all of the devices in the cell use only the energy
supplied by the HAP or power beacon. Thus, most studies on WPCNs have been focused on system
optimization considering resource allocation [21], beamforming [22], cooperative communication [23],
and full-duplex communication [24]. These topics have been investigated in a flat network structure
where the wireless device directly transmits data to the HAP, while hierarchical networks like WSNs
have not been considered.

A few studies have addressed hierarchical structures in WPCNs. For instance, cluster-based
cooperation in a WPCN was proposed in [25], where an HAP with multiple antennas exploited energy
beamforming to focus more transferred power to the CH considering the performance to be limited
by the high energy consumption of the CH. Then, joint optimization of the energy beamforming
design, transmit times of all of the nodes, and transmission power of the CH was performed to
maximize the minimum data rate achievable among all of the nodes (i.e., max-min throughput). In [26],
a WPSN consisting of one HAP, a near cluster, and the corresponding far cluster was considered
and a cluster cooperation concept was proposed. If the sensors in the near cluster do not have their
own information to transmit, acting as relays, they can help the sensors in the far cluster forward
information to the HAP in an amplify-and-forward manner. In [27], a WPSN was divided into several
layers and the exact border of each layer was obtained in order to alleviate the doubly near-far effect,
and the energy broadcasted by the HAP and radius of each layer were optimized jointly. Furthermore,
a multi-hop WPCN based on user-cooperative multi-hop transmission was considered in [28] to
improve the throughput fairness, and the max-min throughput was optimized by resource allocation
(i.e., transmission power and time). In a WPCN environment, these previous studies considered the
WET from the HAP without using SWIPT technology.

2.2. SWIPT in WSN

SWIPT has been applied to WSNs in various ways to overcome their energy limitations. Numerous
surveys of SWIPT in WSNs have been published recently [29–31]. For instance, [29] summarized
the current research on SWIPT-based cooperative sensor networks, in which SWIPT is applied to
WSNs in terms of dual-hop and multi-hop relays. Meanwhile, [30] focused on the integral aspects of
SWIPT in other prominent networks, such as device-to-device networks, vehicular ad hoc networks,
wireless body area networks, WSNs, and so on, and presented open issues and challenges in SWIPT
application. In [31], an overview of SWIPT/WPT-enabled WSNs was provided and future directions
were suggested.

Meanwhile, [32] described a WSN consisting of multiple clusters and a sink node, in which
the CH of each cluster performs SWIPT to give energy to relay nodes with low energies. In [33],
a SWIPT-powered sensor network was considered in which each source node operates SWIPT as
both an information transmitter and an energy transferrer, and the destination node works as an
information receiver while the other nodes work as energy harvesters. Furthermore, [34] focused on
the deployment of a WSN and its routing strategy when SWIPT is applied to the WSN. The basic idea
is to reduce the total recharging cost to enhance the lifespan of the WSN. In addition, [35] proposed
a dynamic routing algorithm for a renewable WSN with SWIPT. SWIPT has been adopted in many
studies to overcome the energy limitations of WSNs, but SWIPT has not yet been applied in the WPCN
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environment. Furthermore, these previous studies were focused on increasing the lifetimes of WSNs
rather than guaranteeing ENO.

2.3. ENO Based on WPT

ENO based on WPT has been investigated in some recent work. For example, the feasibility
of an energy-neutral Internet of Things (IoT) network was studied in [36] by joint utilization of EH
and WPT technologies, and design guidelines for energy-neutral wireless powered networks were
presented. In [37], duty cycle operation for a self-powering dual mode SWIPT system in which a
sensor node adaptively controls single-tone or multi-tone communication mode was introduced and
an adaptive mode switching problem was solved to maximize the achievable rate under ENO to
realize a battery-free IoT network. Meanwhile, an energy management scheme for a WPSN was
proposed in [38], which maximizes the RF energy transfer efficiency while guaranteeing ENO, and the
proposed energy management scheme was implemented in an actual testbed to verify its operation.
In [39], an adaptive duty cycle control algorithm was proposed to prevent the energy storage of a
sensor node from being depleted and its ENO was validated in a multi-antenna WPSN testbed that
dynamically steered a microwave beam towards a sensor node. In addition, the energy neutral Internet
of drones was conceptualized in [40] to overcome the energy limitations for continuous operation of
drones and to enhance the connectivity between drones. Communication and networking architectures
and protocols for drones energized by WPT were presented. Although ENO was considered in
SWIPT-enabled networks or WPCNs in these works, to the best of our knowledge, ENO considering
both SWIPT and WPCNs has not been investigated yet.

3. System Description

Figure 1 illustrates the considered WPSN, which includes one HAP and a number of sensor nodes
in a cell. The HAP is a power source that wirelessly transfers energy to all of the sensor nodes and
also acts as a sink node that collects sensing information in the cell. Only the HAP has a stable energy
supply, but the sensors do not have any embedded energy source or battery. The HAP periodically
broadcasts an RF wave, and all of the nodes in the cell harvest energy from this RF signal. Considering
the hierarchical structure, the sensor nodes are grouped into a number of clusters and one CH is
selected from among the member nodes in each cluster. Thus, all of the sensor nodes send sensing data
to their CH instead of directly to the HAP. The CH aggregates all of the sensing information received
from its member sensor nodes as well as its own sensing information (i.e., data fusion), then sends the
aggregated data to the HAP at once.

HAP
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i

j

hi

gij

CH
N

WIT

WET hj

Sensor

Cluster 1

giNgi1

hN

h1

SWIPT

CH
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Figure 1. Considered wireless powered sensor network.
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Assuming that all of the sensors perform the same sensing task, such as temperature, humidity,
or fire sensing, the bit size of the sensing data transmitted by each sensor node is the same. However,
the sensor nodes inherently harvest different amounts of energy depending on their distances from the
HAP and consume different amounts of energy for transmission depending on their distances from
the CH. Incidentally, the maximum rate of sensing data collection in the WSN is limited by the worst
sensor node, which has a low harvesting energy and poor link budget [19,20]. Therefore, all of the
sensor nodes only need to support the same data rate as the worst node so that some sensor nodes may
have energy remaining after transmitting their sensing data to the CH. Since the CH usually requires
more energy for multiple receptions, processing, and uplink transmission to the HAP, the sensor nodes
transfer the remaining energy to the CH while sending their data by using the SWIPT technique,
and the CH acquires additional energy while receiving data from its member nodes.

4. Proposed Energy Neutral Operation

In this section, we propose new protocols and algorithms related to the frame structure, ENO,
SWIPT, clustering, and CH selection, in order to maximize the achievable rate of sensing data while
guaranteeing ENO in the considered WPSN.

4.1. Frame Structure

Figure 2 shows the frame structure for the proposed ENO based on SWIPT. The frame is based
on time division multiple access with time division duplexing (TDMA/TDD) and scheduling-based
resource allocation is used for conflict-free transmission. Firstly, a beacon signal is broadcasted at
the beginning of the frame for frame synchronization and to provide the frame configuration and
scheduling information to all of the nodes in the cell. In compliance with the harvest-then-transmit
protocol [21], the HAP transmits RF energy during the WET slot with length Te. During this WET
period, all of the sensor nodes harvest energy to be used in the current frame.

Te

For cluster 1 For cluster K

Power 
Splitting:

Time 
Switching:

B
e

a
c
o
n

: WET

: WIT

Ts Td

Ts Td

(HAP Nodes)
WET

WIT

WIT
(CH HAP)

(CH HAP)

SWIPT (Nodes CH)

SWIPT (Nodes CH)

1 2

j

j

1
2

Figure 2. Frame structure for the proposed ENO based on SWIPT.

The remainder of the frame is divided and used for each cluster. The resources allocated to each
cluster consist of multiple SWIPT slots for the member nodes in the cluster and one WIT slot for the
CH. The total number of SWIPT slots for a certain cluster is the same as the number of member nodes
in that cluster, and the length of a SWIPT slot is set to Ts. Each SWIPT slot is reserved for each sensor
node through a pre-scheduling mechanism so that access collision does not occur [41]. On the other hand,
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the last WIT slot is dedicated to the CH only for WIT and has a length of Td. Hence, the total length of the
frame depends on the number of clusters and the number of member nodes in each cluster.

The sensor node transmits the sensing data to its CH in the SWIPT slot allocated to itself.
Simultaneously, it transfers the remaining energy (if it exists) to the CH by using SWIPT based
on either the PS or TS method. Each sensor node j uses a portion αj of power or time for WIT and
the remaining portion (1− αj) for WET. During these SWIPT slots, the CH sequentially receives the
sensing data while receiving additional energy from its member nodes. Then, the CH aggregates all of
the sensing information and transmits the aggregated sensing data to the HAP at the last WIT slot.
Here, the CH uses not only the energy initially provided by the HAP but also the energy additionally
received from its member nodes. It is noted that we do not consider the ambient energy harvesting
between any nodes [42] because the amount of energy harvested is negligible due to the long distance
between nodes and the sensor nodes may inherently stay in sleep state except for its transmit and
receive periods.

4.2. Energy Neutral Operation

We explain the proposed ENO based on SWIPT in detail in this section. The proposed ENO is
performed on a per-cluster basis. Without loss of generality, we can consider only one cluster assuming
that the clustering and CH selection are completed in advance (The clustering and CH selection
algorithm is presented in Section 4.4.). Suppose that there are N sensor nodes in the cluster. Let N be
the set of sensor nodes in the cluster, i.e., N = {1, 2, · · · , N}. We denote the selected CH node as i,
where ∃i ∈ N , and denote the other sensor nodes as j, where ∀j ∈ N \ {i}. For simplicity, we assume
that there is channel reciprocity between any two nodes. As illustrated in Figure 1, hj denotes the
channel power gain between the HAP and any node j, and gij denotes the channel power gain from
sensor node j to CH i.

The energy harvested by node j from HAP is expressed as

Ehar
j = ζ jhjPTe, ∀j ∈ N (1)

where 0 < ζ j < 1 is an EH efficiency of node j, and P is the constant transmission power of the HAP.
The transmission power of sensor node j for transmitting data to the CH during the SWIPT slot is
given by

Pj =
ηjEhar

j

Ts
=

ηjζ jhjPTe

Ts
, ∀j ∈ N \ {i} (2)

where 0 < ηj < 1 is the ratio of the energy used for only transmission except reception, processing,
and circuit operations to the total energy harvested in node j. By Shannon’s theorem, the achievable
rate of transmission from sensor node j to the CH i is expressed as

Rij = Ts log2

(
1 +

gijPj

σ2

)
, ∀j ∈ N \ {i} (bits/Hz) (3)

where σ2 is the noise power at the receiving side, and the unit of this rate has bits/Hz reflecting the
transmission time Ts.

If SWIPT is not used, as in the conventional method, the CH uses only the energy harvested from
the HAP. Thus, the transmission power of CH i for transmitting data to the HAP during the WIT slot
is given by

Pi =
ηiEhar

i
Td

=
ηiζihiPTe

Td
. (4)
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Then, the achievable rate of transmission from the CH i to the HAP is given by

Ri = Td log2

(
1 +

hiPi
σ2

)
(bits/Hz). (5)

The maximum rate of sensing data that can be collected in this cluster is limited by the minimum
rate of the transmission links [19,20]. Therefore, when SWIPT is not used, the achievable rate of sensing
data in this cluster is determined by

RnoSwipt = min
[

min
j∈N\{i}

{
Rij
}

, Ri

]
. (6)

Because the achievable rate of sensing data is determined by the minimum rate of the transmission
links, the sensor nodes with higher Rij can consume only the energy required to satisfy this minimum
rate and then transmit the remaining energy to the CH using the SWIPT technique. When PS-based
SWIPT is applied, node j uses power αjPj for WIT and the remaining power (1 − αj)Pj for WET.
Thus, the achievable rate of transmission from sensor node j to CH i is expressed as

RPS
ij = Ts log2

(
1 +

gijαjPj
σ2

)
= Ts log2

(
1 +

ηjζ jgijhjαjPTe

σ2Ts

)
, ∀j ∈ N \ {i} (bits/Hz).

(7)

On the other hand, when TS-based SWIPT is applied, node j uses time αjTs for WIT and the
remaining time (1− αj)Ts for WET. Hence, the achievable rate of transmission from sensor node j to
CH i is expressed as

RTS
ij = αjTs log2

(
1 +

gijPj
σ2

)
= αjTs log2

(
1 +

ηjζ jgijhjPTe

σ2Ts

)
, ∀j ∈ N \ {i} (bits/Hz).

(8)

In both the PS and TS methods, the amount of energy that CH i additionally obtains is given by

Eadd
i = ∑

j∈N\{i}
ζigij(1− αj)PjTs. (9)

Then, when SWIPT is used, the transmission power of CH i is updated as

Pswipt
i =

ηi(Ehar
i + Eadd

i )

Td
. (10)

Moreover, the achievable rate of transmission from CH i to the HAP is represented as

Rswipt
i = Td log2

(
1 + hi P

swipt
i
σ2

)
= Td log2

{
1 + ηihi(Ehar

i +Eadd
i )

σ2Td

}
= Td log2

{
1+

ηiζihi PTe(hi+∑j∈N\{i} ηjζ j(1−αj)gijhj)
σ2Td

}
(bits/Hz).

(11)

Finally, the achievable rates of sensing data when SWIPT is used according to PS and TS are
respectively expressed as

Rswipt =

 min
[
minj∈N\{i}

{
RPS

ij

}
, Rswipt

i

]
, if PS is used

min
[
minj∈N\{i}

{
RTS

ij

}
, Rswipt

i

]
, if TS is used.

(12)
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In WSNs, energy dissipation can occur because the sensor node does not need to consume more
energy than the energy required to attain the achievable rate of sensing data. This metric is important
for measuring the energy efficiency in WSNs [43]. The amount of energy dissipated in the sensor
node is defined as the difference between the energy harvested and the energy required to satisfy the
achievable rate. In the case without using SWIPT, all of the nodes only need to satisfy RnoSwipt given
as Equation (6). Thus, the amounts of energy dissipated in sensor node j and CH i are respectively
calculated as

EnoSwipt
j =

{
Pj −

σ2

gij

(
2

RnoSwipt
Ts − 1

)}
Ts, ∀j ∈ N \ {i} (13)

EnoSwipt
i =

{
Pi −

σ2

hi

(
2

RnoSwipt
Td − 1

)}
Td. (14)

Therefore, the total amount of energy dissipated in the cluster is expressed as

EnoSwipt = EnoSwipt
i + ∑

j∈N\{i}
EnoSwipt

j . (15)

On the other hand, when SWIPT is used, all of the nodes only need to satisfy RPS or RTS depending
on the SWIPT method used. However, SWIPT is not necessary if Ri ≥ minj

{
Rij
}

because the rate
of the CH is sufficiently high that the CH does not need to receive energy from its member nodes.
In this case, the energy dissipated in the cluster is the same as Equation (15). However, in the opposite
case, i.e., if Ri < minj

{
Rij
}

, the energy dissipated in sensor node j is zero because it transfers all of
the remaining energy to the CH. Thus, the energy dissipated in sensor node j is given by

E swipt
j =

{
0, if Ri < minj

{
Rij
}

EnoSwipt
j , otherwise.

(16)

Moreover, the energy dissipated in CH i is obtained as

E swipt
i =

{
Pswipt

i − σ2

hi

(
2

Rswipt
Td − 1

)}
Td. (17)

Finally, when SWIPT is used, the total amount of energy dissipated in the cluster is expressed as

E swipt = E swipt
i + ∑

j∈N\{i}
E swipt

j . (18)

Note that it is always true that E swipt
j ≥ 0 and E swipt

i ≥ 0 since Rswipt ≤ Rswipt
i , so the ENO of all

of the nodes is guaranteed.

4.3. Optimal SWIPT Ratio

For a given CH i, the optimal SWIPT ratio that maximizes Rswipt is formulated as

−→α ∗ = arg max
−→α

Rswipt

= arg max
−→α

min
[
minj∈N\{i}

{
Rswipt

ij

}
, Rswipt

i

] (19)

where −→α = {αj},∀j ∈ N \ {i}, and Rswipt
ij = RPS

ij or RTS
ij according to the SWIPT method used.

From Equations (7), (8), and (11), as −→α increases, Rswipt
ij increases but Rswipt

i decreases, and vice versa.

Thus, there is a tradeoff between minj

{
Rswipt

ij

}
and Rswipt

i according to −→α . In this case, the optimal
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solution of the given max-min problem is found when minj

{
Rswipt

ij

}
= Rswipt

i [44]. To find the optimal
−→α ∗ that satisfies minj

{
Rswipt

ij

}
= Rswipt

i , we design an iterative algorithm, as shown in Algorithm 1.

Since SWIPT is performed when minj
{

Rij
}
> Ri, we set the initial target rate Rtar

i to minj
{

Rij
}

and adjust
the target rate to make all of the link rates equal. In every step, αj is determined to satisfy Rtar

i according
to the PS or TS method. The computational complexity of the proposed SWIPT algorithm is given by
O(L|N |) where L is the number of iterations for the first loop and |N | is the number of nodes in cluster.

Algorithm 1: SWIPT algorithm

Ensure: i is CH and j ∈ N \ {i}
1: Initialize Rtar

i ← minj{Rij}
2: repeat

3: if PS is used then

4: αj ←
(

2Rtar
i /Ts − 1

)
σ2Ts

ηjζ jgijhjPTe
from Equation (7)

5: else if TS is used then

6: αj ←
Rtar

i

Ts log2

(
1+

ηjζ j gijhj PTe

σ2Ts

) from Equation (8)

7: end if
8: Update Eadd

i according to Equation (9)
9: Update Rswipt

i according to Equation (11)

10: Rtar
i ←

Rswipt
i +Rtar

i
2

11: until Rswipt
i ≥ Rtar

i
12: Return αj, ∀j ∈ N \ {i}

4.4. Clustering and CH Selection

Next, we discuss how to form appropriate clusters and select the optimal CH. The proposed
clustering and CH selection algorithm is described in Algorithm 2. When the number of clusters is K, let
Nk be the set of nodes in cluster k ∈ {1, 2, · · · , K}. Without loss of generality, we denote ik as the CH in
cluster k, where ∃ik ∈ Nk, and jk as a sensor node in the cluster k, where ∀jk ∈ Nk \ {ik}. The proposed
algorithm is based on the well-known K-means clustering algorithm [45]. Thus, the initial K clusters
are determined using the K-means algorithm, and the initial CH in each cluster is determined to be the
node closest to the centroid of each cluster. Consequently, the initial cluster and CH are determined by
only the distance among sensor nodes without considering the distance between the sensor node and
the HAP. However, this distance directly affects the amount of energy harvested, so it is necessary to
modify the basic process of the K-means algorithm to make it suitable for the proposed ENO scheme.

The proposed algorithm mainly consists of two parts, similarly to the K-means algorithm.
Firstly, each node reselects the best cluster among the predetermined clusters. After calculating Rik j
and Rik for each CH ik, node j selects the cluster that provides the highest Rik j among the clusters satisfying
Rik j > Rik . This step is included so that SWIPT can be performed without decreasing the rate of the
predetermined clusters. Thereafter, the best CH is reselected in each cluster. For all nodes in each
cluster ∀ik ∈ {Nk}, the rate of cluster k, Rswipt

k , is calculated using Equation (12). Then, the best CH, i∗k ,
is determined as

i∗k = arg max
ik

Rswipt
k

= arg max
ik

min
[
minjk∈Nk\{ik}

{
Rswipt

ik jk

}
, Rswipt

ik

] (20)
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where i∗k can be found by exhaustive searching with a complexity of O(|Nk|). This clustering and
CH selection algorithm is repeated until all of the cluster sets and CHs are no longer changed.
The computational complexity of this algorithm is given by O(N2) because it is based on k-means
algorithm, which has a time complexity of O(n2) where n is the input data size [45].

Algorithm 2: Clustering and CH selection

Ensure: Nk is the set of nodes in cluster k ∈ {1, 2, · · · , K}
ik is the CH in the cluster k, ∃ik ∈ Nk

jk is a sensor node in the cluster k, ∀jk ∈ Nk \ {ik}
1: Initialize Nk and ik ← K-means algorithm [45]
2: repeat

3: /* Select the best cluster in the network */
4: for each node j ∈ {N1 ∪ · · · ∪ NK} do
5: for each CH ik do
6: Determine Rik j from Equation (3)
7: Determine Rik from Equation (5)
8: end for
9: if ∃ik ∈ {ik|Rik j > Rik} 6= ∅ then

10: j’s cluster← argk max{Rik j} for ∃ik ∈ {ik|Rik j > Rik}
11: else

12: j’s cluster← argk max{Rik j} for ∀ik
13: end if
14: end for
15: /* Select the best CH in each cluster */
16: for each cluster k do
17: for each node ik ∈ {Nk} do

18: Calculate Rswipt
k from Equation (12)

19: end for
20: CH i∗k ← argik

max{Rswipt
k } from Equation (20)

21: end for
22: until ∀Nk and ∀ik are no longer changed

5. Results and Discussion

Table 1 summarizes the parameters used in the simulation. We evaluated the performance by
adjusting the number of nodes in the network, number of clusters, and network size in appropriate
ranges. We consider a square network area in an indoor environment, place the HAP at the center of the
area, and randomly distribute the sensor nodes. Assuming all of the sensor nodes to be homogeneous,
their EH efficiencies (ζ) are all equal to 0.8 [21]. The ratio of energy used for transmission (η) is
set to 0.9 for the sensor nodes and 0.7 for the CH. For ease of exposition, we consider a simple
distance-dependent path loss model given by hi = Gd−γ

i and gij = Gd−γ
ij assuming the channel fading

effect to be averaged out over the frame and all of the channels to be reciprocal [22–24]. Here, di is the
distance between the HAP and CH i, dij is the distance between nodes i and j, G refers to the average
power attenuation at a reference distance of 1 m and is set to −30 dB, and γ is the path loss exponent,
which is set to 2.5 [46]. Moreover, we set the length of the WET slot (Te) to 5 s and set the lengths of the
SWIPT slot (Ts) and WIT slot (Td) both equal to 0.1 s, assuming the aggregated sensing data to have
the same size as the individual sensing data through proper data fusion [47].
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Table 1. Parameter Setup.

Parameter Value

Number of sensor nodes in WPSN N = 100∼500 (default = 300)
Number of clusters K = 2∼20 (default = 10)
Width of the square network W = 10∼50 m (default = 30 m)
Transmission power of HAP P = 46 dBm
EH efficiency ζ j = 0.8, ∀j ∈ N
Ratio of energy used for transmission in sensors ηj = 0.9, ∀j ∈ N \ {i}
Ratio of energy used for transmission in CH ηi = 0.7
Noise spectral density −174 dBm/Hz
Noise figure 9 dB
Channel bandwidth 1 MHz
Channel power gains hi = Gd−γ

i , gij = Gd−γ
ij

Power attenuation at a reference distance of 1 m G = −30 dB
Path loss exponent γ = 2.5
Length of WET slot Te = 5 s
Length of SWIPT slot Ts = 0.1 s
Length of WIT slot Td = 0.1 s
Number of simulation trials 1000

For performance comparison, we consider the following five schemes:

1. LEACH: The CH is chosen randomly based on the stochastic threshold algorithm of the LEACH
protocol [41]. The other sensor nodes are connected to the nearest CH and do not use SWIPT.

2. K-means: The clusters are created using the K-means clustering algorithm, and the CH is chosen
as the node closest to the centroid of each cluster. SWIPT is not used.

3. Non-SWIPT: The clusters are created using the K-means clustering algorithm, but the CH is
chosen as the node that maximize RnoSwipt given by Equation (6). This scheme is the baseline for
checking only the effect of the WPSN without SWIPT. The performance of this scheme is given by
Equations (6) and (15).

4. ENO with PS: The proposed clustering and CH selection algorithm is used, and PS-based SWIPT
is applied. The performance is given by Equations (12) and (18).

5. ENO with TS: This scheme is the same as ENO with PS, except that TS-based SWIPT is applied.

Figure 3 presents the clustering results of an example case when 300 sensor nodes are deployed
randomly and grouped into five clusters in a square network with a width of 30 m. Note that the
LEACH protocol is omitted because the CH is randomly selected and continuously changed in LEACH.
The size of each node point represents the amount of energy dissipated in the sensor node. The smaller
the dot, the less energy is wasted. The results of the K-means algorithm show that the five clusters are
geographically well divided. However, there is dissipated energy in most of the nodes because the
K-means algorithm does not use SWIPT. Since the non-SWIPT scheme uses the K-means algorithm
for clustering, the cluster set is the same, but the selected CH is different. This behavior occurs
because the non-SWIPT scheme considers Ri, as shown in Equation (6), and eventually selects the CH
that provides a higher rate. In this non-SWIPT case, most of the nodes have the dissipated energy
distributions similar to those in the K-means algorithm because SWIPT is not used too. Figure 3c,d
show the proposed SWIPT-based ENO schemes. There is no significant difference between the PS and
TS methods. It is evident that the clustering results obtained using the proposed schemes are different
from those generated using the K-means and non-SWIPT schemes. In addition, there is little energy
dissipation at the nodes in the clusters other than Cluster 1 in the lower left corner. This is because
each node transfers its remaining energy to the CH through SWIPT and the CH uses it to transmit its
data. Meanwhile, SWIPT is not used in Cluster 1 because the rate of the CH is higher than the rates of
the other sensor nodes (i.e., Ri > minj{Rij}), so Cluster 1 has a dissipated energy distribution similar
to that in the non-SWIPT scheme.
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Figure 3. Clustering results of an example case when N = 300, K = 5, and W = 30 m: (a) K-means,
(b) non-SWIPT, (c) ENO with PS, and (d) ENO with TS.

Figure 4 depicts the achievable rate and energy dissipated in each cluster of Figure 3. In the case
of LEACH, both the achievable rate and energy dissipated are the worst because the CH is selected
randomly without considering each link rates (i.e., Rij and Ri). In the K-means case, the performance
is improved because Rij is considered for clustering and CH selection. In the non-SWIPT case,
the performances are better than in the K-means case because Ri is additionally considered for CH
selection. In the case of the proposed ENO with PS/TS, the achievable rate is improved more than in
the non-SWIPT case because SWIPT is performed while considering both Rij and Ri, and the energy
dissipated in each cluster is close to zero except in Cluster 1. This result occurs because each sensor
node in the cluster transfers the remaining energy to the CH using SWIPT. This energy is used by the
CH to increase the achievable rate of the cluster.
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Figure 4. (a) Achievable rate and (b) energy dissipated in each cluster.
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Figure 5 shows the average achievable rate in cluster and the total energy dissipated in network
versus the number of clusters (K) when the number of nodes in network (N) is 300 and the width of the
square network (W) is 30 m. As K increases, the achievable rate increases in all schemes. These increases
occur because the distance between nodes decreases on average as K increases. The LEACH, K-means,
and non-SWIPT schemes show better achievable rates in that order. The proposed ENO with PS and
ENO with TS have similar performances and outperform the other conventional schemes. Moreover,
as K increases, the amount of energy dissipated decreases in all schemes, because the average distance
between nodes decreases and the variance of link rates becomes smaller as K increases. The three
conventional schemes have similar dissipated energy, which is greater than that in the two proposed
ENO schemes.
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Figure 5. (a) Average achievable rate in cluster and (b) total energy dissipated in network vs. number
of clusters (K) when N = 300 and W = 30 m.

Figure 6 shows the average achievable rate in cluster and the total energy dissipated in network
versus the number of nodes in network (N) when K = 10 and W = 30 m. As N increases, the average
achievable rate in cluster does not change much. This lack of variation occurs because the minimum
rate that determines the rate of the cluster does not change significantly even if N increases. Likewise,
the achievable rate improves in the order of LEACH, K-means, and non-SWIPT, and the proposed
ENO with PS and TS shows the best performance. On the other hand, as N increases, the total energy
dissipated increases, because the total energy dissipated is linearly proportional to N. Nevertheless,
the two proposed ENO schemes show significantly lower dissipated energy levels.
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Figure 6. (a) Average achievable rate in cluster and (b) total energy dissipated in network vs. number
of nodes in network (N) when K = 10 and W = 30 m.
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Figure 7 shows the average achievable rate in cluster and the total energy dissipated in network
versus the width of the square network (W) when N = 300 and K = 10. As the network area
increases, the average achievable rate decreases because the average distance between nodes increases.
On the other hand, the total energy dissipation decreases as the network area increases because the
amount of energy harvested in all of the nodes becomes smaller. Likewise, the proposed ENO schemes
show better performances than the conventional schemes according to the change in network size.
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Figure 7. (a) Average achievable rate in cluster and (b) total energy dissipated in network vs. width in
square network (W) when N = 300 and K = 10.

6. Conclusions

In this study, we proposed a novel ENO framework based on SWIPT in a hierarchical WPSN
environment. To maximize the achievable rate of sensing data while guaranteeing ENO, new protocols
and algorithms related to the frame structure, ENO, SWIPT ratios, clustering, and CH selection were
presented. The simulation results showed that the proposed scheme using SWIPT performs much
better in terms of the achievable rate and dissipated energy than the conventional schemes, which
do not use SWIPT. It is also evident that the effect of SWIPT is greater when the number of clusters
is large and the density of nodes is high. Therefore, we expect that the proposed SWIPT-based ENO
can be applied to future WSNs using WPT technologies. In further research, we will investigate the
distributed operations of the proposed algorithms and apply other multiple access protocols [48]
considering access collision instead of the conflict-free TDMA protocol for more practical operation.
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