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Abstract: If a data center experiences a system outage or fault conditions, it becomes difficult to
provide a stable and continuous information technology (IT) service. Therefore, it is critical to
design and implement a backup system so that stability can be maintained even in emergency
(unforeseen) situations. In this study, an actual 20 MW data center project was analyzed to evaluate
the thermal performance of an IT server room during a cooling system outage under six fault
conditions. In addition, a method of organizing and systematically managing operational stability
and energy efficiency verification was identified for data center construction in accordance with the
commissioning process. Up to a chilled water supply temperature of 17 ◦C and a computer room air
handling unit air supply temperature of 24 ◦C, the temperature of the air flowing into the IT server
room fell into the allowable range specified by the American Society of Heating, Refrigerating, and
Air-Conditioning Engineers standard (18–27 ◦C). It was possible to perform allowable operations for
approximately 320 s after cooling system outage. Starting at a chilled water supply temperature of
18 ◦C and an air supply temperature of 25 ◦C, a rapid temperature increase occurred, which is a serious
cause of IT equipment failure. Due to the use of cold aisle containment and designs with relatively
high chilled water and air supply temperatures, there is a high possibility that a rapid temperature
increase inside an IT server room will occur during a cooling system outage. Thus, the backup
system must be activated within 300 s. It is essential to understand the operational characteristics
of data centers and design optimal cooling systems to ensure the reliability of high-density data
centers. In particular, it is necessary to consider these physical results and to perform an integrated
review of the time required for emergency cooling equipment to operate as well as the backup system
availability time.

Keywords: data center; cooling system outage; temperature control; thermal performance evaluation;
under fault condition; CFD thermal model

1. Introduction

Over the past decade, data centers have made considerable efforts to ensure energy efficiency and
reliability, and the size and stability of their facilities have been upgraded because of the enormous
increase in demand [1,2]. Currently, the amount of data to be processed is expanding exponentially
due to the growth of the information technology (IT) industry, and data center construction is on the
rise to meet this demand. If a data center experiences a system outage or fault conditions, it becomes
difficult to a provide stable and continuous IT service, such as internet, banking, telecommunication,
broadcast, etc., and if this situation occurs on a large scale, it can even lead to chaos in the finance
industry, the stock market, telecommunications, and the Internet. Therefore, it has become critical
to design and implement backup and uninterruptible power supply (UPS) systems so that system
stability can be maintained even in emergency situations.
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As shown in Figure 1, considerable technological infrastructure is required in data centers to
meet even the minimum requirements for Tier 1 system availability (96.671% uptime per year), which
is the basic level. In specialized colocation data centers for business purposes, enormous system
construction costs are required for uninterrupted system operation to ensure Tier 3–4 high availability
(95.995–99.982% uptime) [3]. On the other hand, interest in environmental problems such as global
warming and the demand for low-energy and high-efficiency buildings is increasing, so the use of
excessive facilities in the pursuit of reliability alone must be avoided. Considering these facts, ensuring
stable and efficient performance is an important aspect of data center design and implementation.
Conventional construction methods are focused on tangible results such as the construction period
and financial costs (not quality) necessary to set up the data center infrastructure according to the
design plans, which can make it difficult to verify whether non-IT equipment is demonstrating proper
performance or the design is operating as intended. Furthermore, it is not immediately apparent
when equipment with performance problems is installed, and it can be difficult to detect the problems.
Even if the problems are detected, it is difficult to determine clearly who is responsible between the
major contractor and vendors; thus, a warranty cannot be requested. Data centers strengthen their
stability by having redundant power supply paths, including emergency generators, UPSs, etc. IT
servers require uninterruptible supplies of not only power, but also cooling [4–6]. For this purpose,
central cooling systems are designed to allow for chilled water supply during cooling system outages
by including cooling buffer tanks for stable cooling of IT equipment. If the chillers are interrupted,
the emergency power and cooling system are activated and then the chilled water is supplied again.
Consequently, the mission-critical facility design for the stable operation of data centers leads to huge
cost increases, so careful reviews must be performed from the initial planning stage [7–9]. Considering
that the number of times that such emergency situations occur during the life cycle of a data center
building is very small and the tolerance of IT servers to various operational thermal environments
has improved vastly compared to that in the past due to the development of IT equipment, there is
considerable room for reducing the operating times and capacities of chilled-water storage tanks. In the
global data center construction market, there has been a trend of expanding the commissioning process
to verify designs through expert knowledge on stability and efficiency. The datacenter is equipped
with a UPS and power generator. As the city power goes out, the UPS instantly kick in before starting
the emergency power generator and no service is affected. Once a few seconds have passed to allow
the generator to warm up, the power transfer switches the source of power from city to emergency
generator. Most UPS are installed for IT equipment, not cooling systems. When power outages
occur, the cooling system has critical issues for stable IT environments before supplying emergency
power. This paper proposes a method of organizing and systematically managing operational stability
and energy efficiency verification for data center construction in accordance with the commissioning
process. This research aims to apply the IT environmental principle of maximum output from minimum
input to emergency back-up system for cooling with UPS for chilled water circulation pump and
buffer tank. The available time needed to maintain the IT environment by using the potential cooling
energy of chilled water without a mechanical cooling system, was analyzed. In a case study on a
currently completed 20 MW data center, we assumed an emergency situation in the cooling system
and evaluated the subsequent temperature increases of the chilled water and the indoor temperature
changes in the IT server room. For this purpose, we analyzed the thermal environment of the data
center by employing a computational fluid dynamics (CFD) model and quantitatively examined the
degree to which the environment inside the IT server room was maintained by secondary chilled water
circulation when the central cooling plant was interrupted. The goal was to increase the reliability of
the system by using the analysis results to set an initial cooling response limit time and determine an
appropriate chilled-water storage tank size.



Energies 2019, 12, 2996 3 of 16Energies 2019, 12, x FOR PEER REVIEW 3 of 16 

 

 

Figure 1. Data center tier standards for evaluating the quality and reliability of the server hosting 
ability of a data center [3]. 

2. Literature Reviews 

In recent years, a small number of theoretical studies have been conducted on data center 
cooling systems under fault conditions, including system thermal and energy performance, system 
distribution optimization, and simulation study. Kummert et al. [10] studied the impact of the air 
and water temperatures in the chiller system failure by using the TRNSYS simulation. The cooling 
plant and air temperature levels of data centers have made it possible to evaluate the design of 
cooling systems in response to system failures by power outage. Zavřel et al. [11] analyzed a support 
emergency power planning by using a building performance simulation and considered keeping the 
server room at an appropriate temperature in the event of a power outage at the data center. A case 
study was analyzed in detail for the emergency cooling possibility. Lin et al. [12] developed a 
transient real-time thermal modeling to demonstrate the data center cooling system at the loss of 
utility power and evaluated the IT environment characteristics of air temperature rise. In order to 
achieve the necessary temperature control during power outages, the appropriate method is 
recommend depending on the characteristics of each cooling system. Lin et al. [13] provided a 
practical strategy to control cooling and proposed the main factors related to the transient 
temperature rise during power supply failure. Moss [14] investigated how quickly an IT facility 
might heat up and what risk the data center might be at. Considering the large energy differences 
associated with running very cold data center temperatures, it is not a recommended strategy to 
extend ride-through time. Complacency could lead to the belief that the facility has more time than 
required to get data center running again, but this can be risky. Gao et al. [15] unveiled a new 
vulnerability of existing data centers with aggressive cooling energy saving policies, conducted 
thermal experiments, and uncovered effective thermal models at the data center, rack, and server 
levels. The results demonstrated that thermal attacks can largely increase the temperature of victim 
servers degrading their performance and reliability, negatively impacting on thermal conditions of 
neighboring servers causing local hotspots, raising the cooling cost, and even leading to cooling 
failures. Nada et al. [16] studied, with a physical-scaled data center model, the control of the cold air 
flow rates along the servers for the possibility of controlling the heterogeneous temperature 
distributions. Torell et al. [17] conducted data center cost analysis and demonstrated the importance 
of comprehensively evaluating data centers, including the energy of IT equipment. They also 
discussed the effects of elevated temperatures on server failure. By selecting equipment with a short 
restart time, maintaining sufficient back-up cooling capacity, and using heat storage, power outages 
can be managed in a predictable way. Few technical works have been carried on data center 
architecture and its IT load for supply air temperatures, power density, air containment, and 
right-sizing of cooling equipment. However, their thermal performance still needs to be clarified. 

Figure 1. Data center tier standards for evaluating the quality and reliability of the server hosting
ability of a data center [3].

2. Literature Reviews

In recent years, a small number of theoretical studies have been conducted on data center cooling
systems under fault conditions, including system thermal and energy performance, system distribution
optimization, and simulation study. Kummert et al. [10] studied the impact of the air and water
temperatures in the chiller system failure by using the TRNSYS simulation. The cooling plant and air
temperature levels of data centers have made it possible to evaluate the design of cooling systems in
response to system failures by power outage. Zavřel et al. [11] analyzed a support emergency power
planning by using a building performance simulation and considered keeping the server room at an
appropriate temperature in the event of a power outage at the data center. A case study was analyzed
in detail for the emergency cooling possibility. Lin et al. [12] developed a transient real-time thermal
modeling to demonstrate the data center cooling system at the loss of utility power and evaluated the
IT environment characteristics of air temperature rise. In order to achieve the necessary temperature
control during power outages, the appropriate method is recommend depending on the characteristics
of each cooling system. Lin et al. [13] provided a practical strategy to control cooling and proposed
the main factors related to the transient temperature rise during power supply failure. Moss [14]
investigated how quickly an IT facility might heat up and what risk the data center might be at.
Considering the large energy differences associated with running very cold data center temperatures,
it is not a recommended strategy to extend ride-through time. Complacency could lead to the belief
that the facility has more time than required to get data center running again, but this can be risky.
Gao et al. [15] unveiled a new vulnerability of existing data centers with aggressive cooling energy
saving policies, conducted thermal experiments, and uncovered effective thermal models at the data
center, rack, and server levels. The results demonstrated that thermal attacks can largely increase the
temperature of victim servers degrading their performance and reliability, negatively impacting on
thermal conditions of neighboring servers causing local hotspots, raising the cooling cost, and even
leading to cooling failures. Nada et al. [16] studied, with a physical-scaled data center model, the
control of the cold air flow rates along the servers for the possibility of controlling the heterogeneous
temperature distributions. Torell et al. [17] conducted data center cost analysis and demonstrated
the importance of comprehensively evaluating data centers, including the energy of IT equipment.
They also discussed the effects of elevated temperatures on server failure. By selecting equipment
with a short restart time, maintaining sufficient back-up cooling capacity, and using heat storage,
power outages can be managed in a predictable way. Few technical works have been carried on data
center architecture and its IT load for supply air temperatures, power density, air containment, and
right-sizing of cooling equipment. However, their thermal performance still needs to be clarified.
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3. Major Issues in Data Center Planning

3.1. Root Causes and Scale of Fault Conditions

Data centers must be adequately furnished with various backup systems to prepare for unplanned
outages, and operation training for facility managers must also be conducted properly. If adequate
preparations are not made in this regard, it becomes impossible to provide stable and continuous IT
services, which means that the data center fails to serve its intended purpose.

The results of benchmarking 63 data centers that experienced unplanned outages showed that
the damage costs incurred in 2016 were 38% higher than in 2010, and the mean damage cost when an
outage occurred at one data center increased from $505,502 in 2010 to $740,357 in 2016 [18]. Figure 2
summarizes the root causes and ratios of system outages in the sample of 63 data centers. The major
cause was UPS system failure, which seems to be due to inadequate UPS reliability verification upon
initial installation. To resolve this problem, it is necessary to verify equipment and systems thoroughly
and to conduct trial runs according to a systematic process from the initial design phase. In addition,
cooling system failures accounted for a large portion of the fault conditions. In the case of system
outages due to accidents and mistakes, it is important to provide manuals for possible situations and
training for facility managers, because even if there is backup equipment for dealing with outages, it is
useless if the operational knowledge of the facility manager is poor. Figure 3 shows the damage cost as
a function of the duration of the unplanned system outage. As can be seen, when an outage occurs,
the damage cost is lower if the outage time is minimized by a quick response. As such, in order to
create stable data centers, backup systems that can handle unexpected accidents must be systematically
designed, tested, and managed from the initial stage. Even after construction, facility managers must
be thoroughly educated and trained to respond immediately to unplanned outages.
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3.2. Temperature and IT Reliability

Initially, data centers were designed and operated with a focus on IT equipment stability rather
than energy savings. In the past, the temperatures and humidity levels of data centers were managed
very strictly and kept at 21.5 ◦C and 45.5%, respectively, to maintain optimal thermal conditions for IT
equipment operation. For years, IT support infrastructure system design had to match the specifications
of high-density power components, including the proper cooling and operating condition ranges of the
equipment. A considerable amount of energy is inevitably required to maintain a constant temperature
and humidity level.

However, due to recent technological advances in the IT field, the heat resistance of such equipment
has improved, and as warnings about energy costs and greenhouse gas emissions have become more
prominent, the environmental specifications of equipment for air cooling have become somewhat more
flexible. As shown in Table 1, an IT server intake temperature of 18–27 ◦C is recommended, and thus
allowable temperature ranges of 15–32 ◦C (class 1) and 10–35 ◦C (class 2) with an allowable relative
humidity range of 20–80% have been specified [19]. The insufficient amount of clear information
about the reliability changes that can occur when IT equipment is operated has been an obstacle
to proposing wider temperature and humidity ranges. Intel [20] conducted the first study on this
topic, using industry standard IT servers to demonstrate that reliability is not physically affected
much by temperature and humidity, which was an unexpected conclusion. Figure 4 presents the
internal component temperature changes of a typical x86 server with a variable-speed fan according
to changes in the server intake air temperature that were obtained by the American Society of
Heating, Refrigerating, and Air-Conditioning Engineers (ASHRAE). To reduce the effects of server inlet
temperature increases, the inside of the server is kept at a constant temperature by increasing the server
fan speed. Therefore, the reliability of the server components is not directly affected by the inlet air
temperature. However, there is a trade-off with the energy used by the fan. In server component and
air flow management, changes in the server operating temperature have decisive effects on the stability
of the server, but servers are designed to ease the changes into the operating range. Specifically, the
increases in the data center operating temperature did not have any effects on the power consumption
of the server until the server inlet temperature reached the set range. Figure 5 presents the failure rate
changes for various IT servers and vendors, showing the spread of the variability between devices and
the mean values at specific temperatures. Each data point shows not the actual number of failures,
but rather the relative change in the failure rate in a sample of devices from several vendors. The
device failure rate is normalized to 1.0 at 20 ◦C. Thus, Figure 6 demonstrates that the failure rate during
continuous operation at 35 ◦C is 1.6 times higher than that during continuous operation at 20 ◦C. For
example, if 500 servers are continuously operated in a hypothetical data center and it is assumed that
an average of five servers will normally experience errors when operating at 20 ◦C, it is expected that
an average of eight servers will experience errors when operating at 35 ◦C [21].

Table 1. Environmental classes for data centers [19].

Class Dry Bulb
(◦C)

Relative Humidity
(%)

Dew Point
(◦C)

Change Rate
(◦C/h)

Recommended A1 to A4 18 to 27 5.5 ◦C (DP) to 60 (RH) N/A N/A

Allowable

A1 15 to 32 20 to 80 17 5/20

A2 10 to 35 20 to 80 21 5/20

A3 5 to 40 8 to 85 24 5/20

A4 5 to 45 8 to 90 24 5/20
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4. Case Study: Data Center and Modeling

4.1. Data Center Cooling System

This is a practice-based learning study in a 20 MW data center project (Figure 6). As shown in
Figure 7, the cooling system of the case study data center is composed of central chilled water-type
computer room air handling (CRAH) units with a district cooling system that supplies chilled water
to a nine-story IT server room. In total, 43 CRAH units (to ensure a constant temperature and relative
humidity) are installed on each floor, including n + 1 redundant units, and the racks of IT servers are
basically installed in a cold aisle containment structure to allow relatively high temperatures for the
supply air (SA) from the CRAH units. Therefore, from the primary side of the heat exchanger, the district
chilled water undergoes thermal exchange so that relatively high-temperature chilled water is supplied to
the secondary side. Furthermore, an emergency chilled water supply is contained within buffer (storage)
tanks, for use in case an outage occurs. Table 2 shows the supply conditions of the central cooling system.
Due to the nature of the data center business, the IT server room is full at each stage, but this analysis was
performed on the top five floors, which were put together first during the initial operation phase. It is
normal for the horizontal piping in a dedicated data center cooling system to be installed in a loop-type
configuration on each floor with a redundant riser to prepare for emergencies. Chilled-water storage
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(buffer) tanks were installed to provide stable chilled water before the emergency power begins to be
supplied in the event of a cooling system outage. It is important to identify an economical and optimal
storage tank size by determining the time range during which the chilled water in the pipes can be
recirculated and used without the cooling system without affecting the IT server operating environment.
For this purpose, the amount of water in the pipes was calculated first. As shown in Table 3, the riser
part calculations were performed by dividing the section by the pipe diameter, and the mechanical plant
room and horizontal pipes of a typical floor were calculated to have the same pipe diameter. The total
amount of water in the chilled water pipes was calculated to be 234.3 m3.
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Table 2. Information technology (IT) cooling system operating conditions.

Item CRAH-1 CRAH-2

Type water-side economizer with indirect air-side economizer
Cooling capacity (usRT) 43 15

Air volume (m3/h) 31,000 8500
Supply air (SA) temperature (◦C) 20.0 20.0
Return air (RA) temperature (◦C) 34.5 34.5

Chilled water flow rate (LPM) 391 144
Chilled water supply (CWS) temperature (◦C) 10–14 10
Chilled water return (CWS) temperature (◦C) 15.5–19.5 15.5

Number of systems (EA/floor) 12 31

Table 3. Water content in chilled water pipes.

Size (mm)
Length (m)

Volume (m3) Water Content (m3)
Horizontal Riser Total

200 1850 (typical floor) - 1850 58.0
234.3

250 - 82 82 4.0
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Table 3. Cont.

Size (mm)
Length (m)

Volume (m3) Water Content (m3)
Horizontal Riser Total

350 - 82 82 7.8

234.3400 - 82 82 10.2

450 - 82 82 13.0

500 440 (mechanical room) 280 720 141.3

4.2. IT Server Room Thermal Model

By using the IT server room thermal model, the SA temperature of the CRAH units and the inlet
air temperature of the IT servers were analyzed.

The inlet air temperature of each IT server was found to fall within the allowable temperature
range specified in ASHRAE. In addition, a CFD simulation was performed to find the allowable
chilled water supply temperature range by checking the SA temperature range of the CRAH units and
calculating the time required for it to reach the allowable chilled water temperature range. To ensure
the reliability of the CFD modeling, the characteristics of the IT equipment must be reflected accurately.
There are various types of commercial simulation software for performing analysis. In this study,
6 Sigma DC was chosen, as it is specially designed to reflect the characteristics of data centers. This
specialized evaluation program is intended for the designers of data center mechanical systems. One
of its analysis modules, the 6 Sigma DC Room, is a CFD simulation module that can be used to perform
integrated efficiency reviews of IT server rooms. The special feature of this module is that it has various
information on and databases for the most important types of IT equipment that are employed in
data centers, and it can create accurate IT environments [22]. The basic module was composed of a
minimum of seven cold and hot aisles (area A’ in Figure 7), and the room depth was less than 15 m,
which is the maximum distance that a CRAH unit can supply air for cooling. As shown in Figure 8, the
IT equipment was composed of a rack that could hold a maximum of 42 U servers, and the power
density was set at 4.0 kW/rack. In total, 192 IT server racks were arranged according to the standards
presented in ASHRAE. The air distribution method was under floor air distribution + side wall air
return, which is currently the most universal method. The raised floor height, which affects the air
flow distribution, was set at 900 mm, and the ceiling height was set at 3.0 m. The SA temperature of
a CRAH unit is an important factor that is closely related to the energy consumption of the cooling
system. An increase in the SA temperature can cause the supply chilled water temperature to increase,
so it is correlated with the cooling plant system. Table 4 shows the simulation boundary conditions,
based on the operation conditions of the IT server. The chilled water temperature was changed to
10–18 ◦C to respond to CRAH unit SA temperatures of 20–25 ◦C. The data center environment standard
ranges [19] at which IT servers could operate normally were set at 18–27 ◦C for the IT server inlet
temperature and 40–60% as the judgment standards, as these are the recommended values for Classes
A1–A4. The division of the operating environment of the IT equipment into four classes was according
to the most reasonable standards required when judging the suitability of a CFD model (Table 1). The
conditions shown here are those of the air flowing into the IT servers for actual cooling, so they do not
have to be equal to the average conditions inside the server room.

In an emergency, it is possible to expand the ranges of allowable conditions, but if the thermal
balance is upset, it does not take much time to exceed the allowable range. Thus, in this study, the
analysis was performed with the recommended conditions.
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Table 4. Simulation boundary conditions.

Item Value Item Value

Room size (m2) 544.3 Raised floor height (m) 0.8
Number of cabinets 192 EA Number of CRAH unit 6 EA

Air flow rate (m3/h/CRAH) 31,000 Supply air temperature (◦C) 20–25
Room height (m) 5.1 False ceiling height (m) 3.0

Rack IT limit (kW/rack) 4.0 Cooling capacity (kW/CRAC) 150 (43 RT)
Cold aisle/hot aisle Cold aisle containment Chilled water temperature (◦C) 10–18

4.3. Simulation Results

The cooling coil (heat exchanger) capacity of a CRAH unit is determined based on the minimum
inlet chilled water temperature. Hence, if the chilled water supply temperature changes, the cooling
coil capacity changes, and the temperature of the air supplied by the CRAH unit to the IT server
room changes accordingly. Analysis was performed on the air inlet and outlet (SA/RA) temperature
variations with the cold chilled water inlet temperature based on the technical data of the CRAH unit
that was used in this study. According to the results, allowable operation conditions are achievable up
to a chilled water supply temperature of 14 ◦C, but if chilled water is supplied at a temperature of
15 ◦C or higher, the cooling coil capacity of the CRAH unit is reduced, and the temperature of the air
supplied to the IT server room will increase, as shown in Figure 9. In the CFD simulation results, the IT
server inlet air temperature and server room temperature distribution as functions of the temperature
of the air supplied by the CRAH unit and the chilled water supply temperature conditions are shown in
Figures 10 and 11. The most important element in the evaluation of the air distribution efficiency of an
IT server room is the air temperature distribution within the room, particularly the inlet air temperature
of the IT server. Since an increase in the inlet air temperature is a primary factor in server failure, the
air distribution efficiency was increased by using cold aisle containment, which involves physical
isolation of the air inflow part of the IT server. Although the temperature ranges differ according to
the SA temperature, the containment system clearly has a difference between the cold and hot aisle
air temperatures because the cold and hot aisles are separated overall. Temperature increases due
to the recirculation of outlet air as inlet air of IT servers are a major cause of server failures, and the
failures mainly occur at the top of the rack-server. If the server room cooling load (i.e., the heat gain
from the servers) is less than 85% of the cooling capacity of the CRAH unit, then acceptable operation
conditions are achievable until the SA temperature reaches approximately 24.0 ◦C, according to the
design cooling capacity, and at this time the chilled water temperature is 17 ◦C. As shown in Figure 12,
if the chilled water temperature exceeds 17 ◦C, the cooling capacity of the CRAH unit decreases to
less than 80%, and the indoor temperature increases rapidly. This steady-state result was obtained by
analyzing the temperature changes based on the cooling coil capacity of the CRAH unit.
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5. Temperature Control Approaches

5.1. Temperature Increase over Time After a Cooling System Outage

After finding the allowable chilled water temperature range by performing CFD analysis, the next
step was to calculate the time to reach this temperature. The increase in the chilled water temperature
after a cooling system outage was analyzed by performing a system scale-down to conduct the
calculations for a typical floor. Consequently, the total amount of water inside the chilled water pipes
was around 45 m3/floor based on the typical floor. Table 5 shows the cooling capacity and operating
conditions of the CRAH unit of the typical floor. Equations (1)–(3) are the basic functions for calculating
the rate of change of the chilled water temperature in the pipes and the delay time after a cooling
system outage.

In detail, the total cooling coil capacity of CRAH unit (C) is proportionate to the chilled water
flow rate (Q) and temperature differential of chilled water return (TCHR) and supply (TCHS). Therefore,
the total chilled water flow rate of CRAH unit is the total cooling coil capacity in inverse proportion to
chilled water temperature differential (∆T). The one cycle operating time of chilled water return and
supply can be the water volume in chilled water pipes (V) divided by the chilled water flow rate. As
shown in Equation (4), if the heat gain of the IT server room is constant, a constant amount of cooling
should be supplied by the cooling coil of the CRAH unit.

C = Q×{ρ× ρ× (TCHR − TCHS) = Q×{ρ× ρ× ∆T, (1)

Q =
C

{ρ× ρ× ∆T
, (2)

t =
V
Q

=
V ×{ρ× ρ× ∆T

C
, (3)

∆Tn = (TCHR)n − (TCHS)n = 5.5 °C ( f ixed). (4)

Table 5. IT cooling system for a typical floor.

Item CRAH-1 CRAH-2 Total

Cooling capacity (kW) 150 × (11 EA) 50 × (17 EA) 2500

Chilled water flow rate (m3/min) 0.391 × (11 EA) 0.144 × (17 EA) 6.75

Chilled water content in pipes (m3) - 45 m3
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If the temperature difference ∆T between the chilled water inlet and outlet temperatures is
assumed to be constant 5.5 ◦C, the functions for the chilled water temperature changes can be expressed
as Equation (5). Therefore, the circulation n + 1th chilled water supply temperature is nth chilled water
supply temperature +5.5 ◦C. The delay time is Equation (6). With these functions, the point in time at
which the cooling system outage occurred was set to T0 to calculate the range of increase of the chilled
water temperature due to cool loss over time. At this point in time, out of the total amount of water (V2

or 45 m3), the amount of chilled water at 10 ◦C in the chilled water supply (CHS) pipe excluding the
amount of chilled water at 15.5 ◦C in the chilled water return (CHR) pipe passing through the CRAH
unit is 22.5 m3 or 50%, and the amount of water at this time is V1. In addition, t1 is the time at which
the thermal capacity of V1 is fully exhausted and the temperature of the entire amount of V2 reaches
15.5 ◦C, which was calculated to be 3.45 min by applying Equation (6). The times t2 and t3 at which all
of V2 reaches 21.0 and 26.5 ◦C are 10.36 and 17.27 min, respectively. The chilled water temperature
time function for each specific interval can be expressed as shown in Equation (7).

f
(
(TCHS)n+1

)
= (TCHS)n + ∆Tn = (TCHR)n, (5)

f (tn) =
V1 ×{ρ× ρ× ∆T1

C
+

∑
n>1

V2 ×{ρ× ρ× ∆Tn

C
, (6)

f (t) = 6E14x5
− 2E10x4 + 2E07x3 + 1E04x2 + 0.0436x + 10

(
R2 = 0.99

)
. (7)

5.2. System Response to IT Environment under Fault Conditions

The results of analyzing the amount of cooling supplied by the CRAH units based on the potential
cooling capacity showed that a period of approximately 150 s (2 min 30 s) is required for the temperature
of the chilled water in a pipe to increase from 10 to 14 ◦C. The cooling system selection is implemented
to enable the CRAH unit to maintain a set temperature up to a chilled water supply temperature of
14 ◦C for the water-side economizer, and up to this point in time, it is in the safe range. Up to a chilled
water temperature of 14 ◦C, the maintenance of the IT environment is unaffected by changes in the air
inlet and outlet temperatures (of the CRAH units) caused by changes in the chilled water inlet and
outlet temperatures (of the cooling coils in the CRAH units), based on the technical data provided by
the equipment manufacturer. As for the inlet air temperature of the IT server, which was found in
the CFD simulation, 24 ◦C is the maximum allowable temperature of the supply air from the CRAH
units that enables the ASHRAE allowable temperature requirements to be met. Furthermore, the
maximum chilled water supply temperature at which the air temperature can be maintained is 17 ◦C.
The time required to reach this chilled water temperature is around 320 s (5 min 20 s) after a cooling
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system outage, during which allowable operation is possible. Figure 13 shows the safe and allowable
operation periods according to the chilled water temperature.
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6. Conclusions

The temperature conditions and allowable operation times of the chilled water and air sides of a
CRAH unit after an unplanned cooling system outage were analyzed for the stable and economical
design of and equipment selection for data center cooling systems. CFD analysis of each stage was
performed to analyze the temperature of the air supplied to the server to remove the heat gain of the
IT server with changes in the supply air temperature and cooling capacity of the CRAH unit, and
the results were compared to the ASHRAE standard. The changes in the air supply temperature and
cooling capacity of the CRAH unit were predicted according to the changes in the chilled water inlet
temperature. Finally, the chilled water temperature increases over time after removal of the IT server
room cooling load were calculated based on the amount of water in the chilled water pipe and the
thermal capacity in order to determine the safe and allowable operation periods.

(1) Up to a chilled water supply temperature of 17 ◦C and a CRAH unit air supply temperature of
24 ◦C, the temperature of the air flowing into the IT server fell within the required range set forth
in the ASHRAE standard (18–27 ◦C). Using a CRAH unit coil capacity of 85%, it was possible to
perform allowable operations for approximately 320 s after cooling system outage.

(2) Starting at a CRAH unit chilled water supply temperature of 18 ◦C and an air supply temperature
of 25 ◦C, the coil capacity became smaller than the cooling load, and a rapid temperature increase
occurred, which is a serious cause of IT equipment failure.

(3) Currently, the number of cases in which cold aisle containment and designs with relatively high
chilled water and air supply temperatures are used is increasing. During a cooling system outage,
there is a high possibility that a rapid temperature increase will occur inside the IT server room.
Thus, backup systems must be activated within 300 s. The fixed value is the maximum allowable
time until the cooling system re-starts working.

It is essential to understand the operational characteristics of data centers and design optimal
cooling systems to ensure the reliability of high-density data centers. In particular, it is necessary to
consider these physical results and to perform integrated reviews of the time required for emergency
cooling equipment to operate and the availability time of the chilled water storage tanks. In addition,
integrated safety evaluations must be performed, and the effects of each design element must be
determined in future research.
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Nomenclature

Nomenclature
C cooling coil capacity of CRAH unit (kW)
Q chilled water flow rate (m3/h)
V water volume in chilled water pipes (m3)
T chilled water temperature (◦C)
∆T chilled water temperature differential (◦C)
Cp specific heat (J/kg◦C)
ρ density (kg/m3)
t operating time (s)
Subscripts and Superscripts
CRAH computer room air handling
CHS chilled water supply (in CRAH unit)
CHR chilled water return (in CRAH unit)
n number of data
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