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Abstract: This article presents an adaptive integral backstepping controller (AIBC) for permanent
magnet synchronous motors (PMSMs) with adaptive weight particle swarm optimization (AWPSO)
parameters optimization. The integral terms of dq axis current following errors are introduced into
the control law, and by constructing an appropriate Lyapunov function, the adaptive law with the
differential term and the control law with the integral terms of the current error are derived to weaken
the influence of internal parameters perturbation on current control. The AWPSO algorithm is used
to optimize the parameters of the AIBC. Based on the analysis of single-objective optimization and
multi-objective realization process, a method for transforming multi-objective optimization with
convex Prato frontier into single-objective optimization is presented. By this method, a form of fitness
function suitable for parameters optimization of backstepping controller is determined, and according
to the theoretical derivation and large number of simulation results, the corresponding parameters
of the optimization algorithm are set. By randomly adjusting the inertia weight and changing the
acceleration factor, the algorithm can accelerate the convergence speed and solve the problem of
parameters optimization of the AIBC. The feasibility and effectiveness of the proposed controller for
PMSM are verified by simulation and experimental studies.

Keywords: permanent magnet synchronous motor (PMSM); adaptive integral backstepping controller
(AIBC); adaptive weight particle swarm optimization (AWPSO); parameters optimization

1. Introduction

Permanent magnet synchronous motors (PMSMs) have been widely applied in various fields
due to their simple structure, high power density and reliable operation [1–4]. However, due to
their nonlinearity, strong coupling, and real-time changes of stator resistance, inductance and load
torque during its operation, it is difficult to achieve the control performance requirements by using
general linear control methods (such as PI control) [5,6]. In recent years, with the development of
control theory, some nonlinear control methods have been applied to PMSM, such as sliding mode
control (SMC) [7–10], feedback linearization control (FLC) [11–13], auto disturbance rejection control
(ADRC) [14–17], and backstepping control (BC) [18–20]. Among them, the backstepping control
method has attracted much attention because it is easy to combine with adaptive parameters estimation
technology to weaken the influence of system uncertainties [21,22].

In the early 1990s, Kokotovic, et al. [23] put forward the backstepping control method, which
provides a feasible design method and ideas for the design of nonlinear controllers. Backstepping
control is a systematic cyclic design method. Based on Lyapunov stability theory, the control law and
adaptive law satisfying the convergence condition of Lyapunov function are derived by constructing

Energies 2019, 12, 2596; doi:10.3390/en12132596 www.mdpi.com/journal/energies

http://www.mdpi.com/journal/energies
http://www.mdpi.com
http://dx.doi.org/10.3390/en12132596
http://www.mdpi.com/journal/energies
https://www.mdpi.com/1996-1073/12/13/2596?type=check_update&version=2


Energies 2019, 12, 2596 2 of 24

feedback control law and Lyapunov function simultaneously. The theory of backstepping control
has attracted wide attention in the field of motor control, because it can not only achieve complete
decoupling of PMSM system, but also simplify the design process [24,25]. In order to ensure better
stability and dynamic performance of the system, the adaptive backstepping control (ABC) method
which combines the backstepping design method with the adaptive control method is generally
used for nonlinear uncertain systems [26–29]. The adaptive control law is constructed while the
feedback control law and Lyapunov function are constructed, which not only meets the requirements
of system stability, but also reduces the design steps and design burden. For PMSM control system,
the adaptive backstepping design method is usually used to design the controller [30]. In [31],
an adaptive backstepping controller for PMSM is designed with inductance of dq axis and load torque
as uncertainties. The simulation results show that the designed controller can track the input reference
speed well, and is robust to parameters uncertainties and load disturbance. However, the control law
and adaptive law designed in this paper are complex and unsuitable for engineering applications.
In [32], the backstepping control strategy is applied to the speed tracking system of PMSM, which
simplifies the design process of general system, reduces the number of adjusting parameters in the
system control, guarantees the global stability of the system and achieves good speed tracking, but
it does not consider the influence of the change of parameters on the system performance. In [33],
adaptive control and backstepping control are combined and applied to speed tracking system of
PMSMs with uncertain parameters. This method aims at the real-time estimation of resistance and load
in the control system and achieves disturbance suppression to a certain extent. However, it does not
consider the influence of the parameters selection of speed backstepping regulator on the performance
of the system. Because the selection of parameters in the system design has a great influence on the
stability and dynamic performance of the system, it is very important to select the parameters of
backstepping regulator in the control system of PMSM.

In summary, advanced control theory has achieved a lot of research results in the field of PMSM
control. Among them, backstepping control can effectively improve the dynamic and static performance
of PMSM, and gradually develop in the field of PMSM control. However, there still exist some problems
to be studied, mainly in the following two aspects:

(1) It is necessary to further improve the robustness of the backstepping control algorithm. Due to
its own characteristics and environment impact, the load torque and dq axis inductance of PMSM
will change in real time. However, it is difficult to deduce the adaptive law because the inductance
of dq axis are coupled with each other in the mathematical model [34,35]. Therefore, it is difficult to
observe the inductance uncertainties of the dq axis by designing an observer. Because of the inductance
uncertainties of dq axis, the current control of dq axis becomes worse, and even the motor control
system may collapse.

(2) There is no standard method for parameters tuning of backstepping control algorithm.
According to Lyapunov function, only the lower limit of each parameter can be determined, but the
exact value of parameters cannot be obtained. Especially when there are many parameters in the
controller, the tuning of various parameters becomes particularly difficult [36]. In the controller design,
the parameters selection can only be determined by experience and a lot of debugging. The parameters
of backstepping controller are usually selected as fixed constant, which limits the dynamic performance
of the system to a certain extent. Aiming at this problem, it is popular to combine adaptive backstepping
control with fuzzy control to adjust the parameters online [37–40]. However, the adaptive controllers
mentioned in these references have fewer parameters to be tuned or only adjust the selected fewer
parameters online. When there are many parameters to be tuned in the control system, the parameters
optimization of the controller becomes a typical high-dimensional nonlinear optimization problem,
and then the fuzzy control will no longer be applicable. What’s more, fuzzy adaptive adjustment is
to dynamically adjust inertia weight by using fuzzy reasoning system, but it is difficult to establish
membership function and fuzzy rules.
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In view of the above two major problems, the main contribution of this article is to present an
adaptive integral backstepping controller (AIBC) for PMSM with adaptive weight particle swarm
optimization (AWPSO) parameters optimization, which effectively suppress the influence of load
torque disturbance and inductance uncertainties of the dq axis on the system, and the parameters
tuning problem of the controller is effectively solved. The innovations of this article mainly include:
(1) Aiming at the load torque disturbance and inductance uncertainties of the dq axis, based on the
function of differential and integral in control system, an AIBC with differential term for PMSM
is proposed. (2) Aiming at the parameters tuning problem of the AIBC with differential term, an
AWPSO algorithm for controller parameters optimization and the rules for selecting adaptive weight,
acceleration factor and fitness function are proposed. The feasibility and effectiveness of the proposed
controller for PMSM are verified by simulation and experimental studies.

2. Design of the AIBC with Differential Term for PMSM

2.1. Design of Adaptive Backstepping Controller with Differential Term

According to field oriented control theory, the mathematical model of PMSM in dq axis can be
expressed as: [

uq

ud

]
=

[
Rs + pLq npωrLd
−npωrLq Rs + pLd

][
iq
id

]
+

[
npωrψ f
0

]
(1)

where id and iq are the current of dq axis, ud and uq are the voltage of dq axis, Ld and Lq are the stator
inductance of dq axis, Rs is the stator resistance, ωr is the mechanical angular speed of the rotor, np is
the number of pole pairs, and ψ f is the rotor flux.

Transform (1) into: 
.
id =

ud
Ld
−

Rs
Ld

id + npωr
Lq
Ld

iq
.
iq =

uq
Lq
−

Rs
Lq

iq − npωr
Ld
Lq

id − npωr
ψ f
Lq

(2)

The electromagnetic torque expression of PMSM is as follows:

Te =
3np

2

[
ψ f iq +

(
Ld − Lq

)
idiq

]
(3)

The equation of mechanical motion is:

Te = TL + Bωr + J
dωr

dt
(4)

where Te is the output electromagnetic torque, TL is the load torque, J is the moment of inertia, B is the
viscous friction coefficient. Combine (3) with (4),

.
ωr =

3npψ f

2J
iq +

3np

2J

(
Ld − Lq

)
idiq −

B
J
ωr −

1
J

TL (5)

Considering (5) as the first subsystem and (2) as the second, the PMSM control system is a
nonlinear system composed of speed control subsystem and current control subsystem. Therefore,
the backstepping control method can be used to design the speed controller of PMSM. The specific
design steps are as follows:

Step 1: Define the reference speed as ω∗r, then the speed following error is:

eω = ω∗r −ωr (6)
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The derivative of (6) is:

.
eω =

1
J

[
TL + Bωr −

3np

2
ψ f iq −

3np

2

(
Ld − Lq

)
idiq

]
(7)

Define Lyapunov function as:

V1 =
e2
ω

2
(8)

The derivative of (8) is:

.
V1 = eω

.
eω =

eω
J
(Bωr + TL) −

3np

2J
eω

[
ψ f iq +

(
Ld − Lq

)
idiq

]
(9)

Define kω as speed feedback gain, take positive constant, then (9) is converted to:

.
V1 = −kωe2

ω +
eω
J

[
TL + Bωr −

3np

2

(
Ld − Lq

)
idiq −

3np

2
ψ f iq + kω Jeω

]
(10)

TL and J are considered as uncertain parameters for estimation, and ideal virtual control variables
i∗d and i∗q are defined as:  i∗d = 0

i∗q =
2

3npψ f

(
T̂L + Bωr + kω Ĵeω

) (11)

where T̂L and Ĵ are load torque and inertia estimation respectively. If (11) is added to (7), the speed
error can be reorganized into the following equation:

.
eω =

1
J

(
−T̃L +

3np

2
ψ f eq +

3np

2

(
Ld − Lq

)
ediq − kω Ĵeω

)
(12)

where T̃L = T̂L − TL. Define the dq axis current error ed, eq as:{
ed = i∗d − id
eq = i∗q − iq

(13)

The dq axis current error are derived, then:
.
ed =

Rsid−npωrLqiq−ud
Ld

.
eq =

2(kω Ĵ−B)
3npψ f J

[
3npψ f

2 eq +
3np

2

(
Ld − Lq

)
ediq − kω Ĵeω

]
−

2(kω Ĵ−B)
3npψ f J T̃L +

Rsiq+npωrLdid+npωrψ f−uq
Lq

(14)

Step 2: In order to make the differential term of the q axis current error appear in the derived
adaptive law, the Lyapunov function is defined as:

V = V1 +
1
2

e2
d +

1
2

e2
q +

1
2γ1

(
T̃L + kmJeq

)2
+

1
2γ2

J̃2 (15)
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where γ1 and γ2 are adaptive gains, and they are positive constants, J̃ = Ĵ − J is the estimation error of
moment of inertia, km is the differential gain of q axis current. Derive (15), then:

.
V = eω

.
eω + ed

.
ed + eq

.
eq +

1
γ1

J̃
.

J̃ + 1
γ2

(
T̃L + km Jeq

)( .

T̃L + km J
.
eq

)
= −kωe2

ω − kde2
d − kqe2

q + ed

[
Rsid−npωrLqiq−ud

Ld
+

3np
2J

(
Ld − Lq

)
eωiq + kded

]
+eq

[
2(kω J−B)
3npψ f J α−

2(kω Ĵ−B)
3npψ f J kω Ĵeω+

2km(kω J−B)
3npψ f

eq + kmeω +
3npψ f

2J eω + kqeq

+
Rsiq+npωrLdid+npωrψ f−uq

Lq

]
+ J̃

[
1
γ2

.

J̃ − kω
J e2
ω + 2kωkm

3npψ f
e2

q +
2kωeq

3npψ f Jα
]
+(

T̃L + km Jeq
)[

1
γ1

( .

T̃L + km J
.
eq

)
−

eω
J −

2(kω Ĵ−B)
3npψ f J eq

]
(16)

where α =
3npψ f

2 eq +
3np

2 (Ld − Lq)ediq, kd and kq are positive constants. In order to ensure the global
asymptotic stability of the system, the actual control laws and adaptive law are selected as:


ud = Rsid − npωrLqiq +

3np
2J

(
Ld − Lq

)
Ldeωiq + kdLded

uq = Rsiq + npωrLdid + npωrψ f + kqLqeq + Lqkmeω +
2Lq

3npψ f J (kω J − B)
[

3npψ f
2 eq +

3np
2

(
Ld − Lq

)
ediq

]
−

2kω(kω Ĵ−B)Lq
3npψ f J Ĵeω +

2km(kω J−B)Lq
3npψ f

eq +
3npLq

2J ψ f eω

(17)


.

T̃L = γ1

[
eω
J +

2(kω Ĵ−B)
3npψ f J eq

]
− km J

.
eq

.

J̃ = −γ2

{
−

kωe2
ω

J + 2kωkm
3npψ f

e2
q

}
− γ2

{
2kωeq

3npψ f J

[
3npψ f

2 eq +
3np

2

(
Ld − Lq

)
ediq

]} (18)

Introduce the above control law and adaptive law into (16), then:

.
V = −kωe2

ω − kde2
d − kqe2

q (19)

Because kω > 0, kd > 0 and kq > 0, then
.

V ≤ 0. According to Lyapunov asymptotic stability
theorem, the system is asymptotically stable.

2.2. Design of the AIBC

Equation (1) is an ideal mathematical model of a PMSM, without considering the factors such as
damper winding and harmonics of motor rotor. However, in the process of motor operation, the error
in dq axis inductances measurement of damped windings seriously affect the control effect of dq axis
current, and may even cause the collapse of motor control system. For such problem, uncertainties
can generally be observed by designing observers. However, from (2), it can be seen that the dq axis
inductances exist on the denominator of their current equation respectively, and are coupled with each
other, so it is difficult to deduce the adaptive law. In this section, the error integrals of dq axis current
are introduced into the control law, and the AIBC for PMSM is designed to reduce the error of dq axis
current and the influence of parameters uncertainty on the system.

Define θd as the integral of d axis current error, θd =
∫ t

0 ed(τ)dτ, θq as the integral of q axis current

error, θq =
∫ t

0 eq(τ)dτ, and Lyapunov function as:

V =
1
2

e2
ω +

1
2

e2
d +

1
2

e2
q +

1
2

kdiθ
2
d +

1
2

kqiθ
2
q +

1
2γ1

T̃2
L +

1
2γ2

J̃2 (20)
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where kdi and kqi are integral gains of dq axis current respectively, and kdi > 0,kqi > 0. Derive (20), then:

.
V = −kωe2

ω − kde2
d − kqe2

q + ed

[
Rsid−npωrLqiq−ud

Ld
+

3np
2J

(
Ld − Lq

)
eωiq + kded + kdiθd

]
+eq

[
2(kω J−B)
3npψ f J α−

2(kω Ĵ−B)
3npψ f J kω Ĵeω +

3npψ f
2J eω + kqeq + kqiθq +

Rsiq+npωrLdid+npωrψ f−uq
Lq

]
+ J̃

[
1
γ2

.

J̃ − kω
J e2
ω +

2kωeq
3npψ f Jα

]
+ T̃L

[
1
γ1

.

T̃L −
eω
J −

2(kω Ĵ−B)
3npψ f J eq

] (21)

where α =
3npψ f

2 eq +
3np

2 (Ld − Lq)ediq. In order to ensure the stability of the system, the control law and
the adaptive law are selected respectively as:


ud = Rsid − npωrLqiq +

3np
2J

(
Ld − Lq

)
Ldeωiq + kdLded + kdiLdθd

uq = Rsiq + npωrLdid + npωrψ f + kqLqeq + kqiLqθq +
2Lq

3npψ f J (kω J − B)
[

3npψ f
2 eq +

3np
2

(
Ld − Lq

)
ediq

]
−

2kω(kω Ĵ−B)Lq
3npψ f J Ĵeω +

3npLq
2J ψ f eω

(22)


.

T̃L = γ1

[
eω
J +

2(kω Ĵ−B)
3npψ f J eq

]
.

J̃ = −γ2

{
−

kωe2
ω

J +
2kωeq

3npψ f J

[
3npψ f

2 eq +
3np

2

(
Ld − Lq

)
ediq

]} (23)

By introducing the above control law (22) and adaptive law (23) into (21), then

.
V = −kωe2

ω − kde2
d − kqe2

q (24)

Because kω > 0, kd > 0 and kq > 0, then
.

V ≤ 0. According to Lyapunov asymptotic stability
theorem, the system is asymptotically stable.

2.3. Design of the Anti-Saturation Torque Observer

The backstepping control strategies mentioned above haven’t consider the constraints of the
system. However, in PMSM control system, such constraints exist. For the torque observer, the
estimated value should be less than the maximum load torque allowed by the motor system, i.e.,
|T̂L| ≤ Tmax. At the same time, it can be seen from (23) that T̂L contains integral term of speed error
eω and q axis current error eq. In the process of motor startup or speed regulation, the input values
of eω and eq may be larger. Therefore, in the process of motor operation, the existence of large input
signals and torque constraint lead to the integral saturation of the torque observer, which affects the
dynamic performance of the system. To solve this problem, an anti-saturation integrator is introduced
to enable the observer to exit the saturation state as soon as possible. Taking the torque adaptive law
expressed in (18) as an example, the specific process of the algorithm is illustrated. The structure of the
anti-saturation torque observer is shown in Figure 1. In the figure, K = 2γ1/3npψ f J.
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Under unsaturated conditions:

T̂L = T̂′L =

∫ t

0

γ1

J
eω(τ)dτ+

∫ t

0

2γ1
(
kω Ĵ − B

)
3npψ f J

eq(τ)dτ− km Jeq =

∫ t

0
β(τ)dτ− kmJeq = β′ − kmJeq (25)

where β =
γ1
J eω +

2γ1(kω Ĵ−B)
3npψ f J eq, β′ =

∫ t
0 β(τ)dτ. When T̂′L enters the positive saturation range, the

observed value of the torque is the maximum value of the torque Tmax, and when T̂′L enters the negative
saturation range, the observed value of the torque is the minimum value of the torque Tmin, i.e.,:

T̂L =


Tmax T̂′L ≥ Tmax

T̂′L −Tmax < T̂′L < Tmax

−Tmax T̂′L ≤ −Tmax

(26)

Under this condition:

β′(t) =
∫ t

0

[
β(τ) − kc

(
T̂′L − T̂L

)]
dτ (27)

where kc is the desaturation adjustment coefficient. When the torque observer is saturated and the
value of kc is large, according to (27), β′ will decrease rapidly, so that T̂′L can withdraw from saturation
state and the torque observation value can be restored to (25).

2.4. Design of the Integration Algorithm

Aiming at load disturbance and parameters uncertainty of PMSM, adaptive backstepping controller
with differential term and the AIBC are designed respectively. Meanwhile, in order to avoid the
problem of integration saturation, an anti-saturation integrator is introduced. These methods can be
used separately or jointly according to the actual situation. Under the combined use, the motor control
system has better anti-interference ability and dynamic characteristic.

2.4.1. Design of the AIBC with Differential Term

The Lyapunov function is defined as:

V =
1
2

e2
ω +

1
2

e2
d +

1
2

e2
q +

1
2

kdiθ
2
d +

1
2

kqiθ
2
q +

1
2γ1

(T̃L + km Jeq)
2
+

1
2γ2

J̃2 (28)

In order to ensure the stability of the system, the control law and the adaptive law are selected
respectively as:


ud = Rsid − npωrLqiq +

3np
2J

(
Ld − Lq

)
Ldeωiq + kdLded + kdiLdθd

uq = Rsiq + npωrLdid + npωrψ f + kqLqeq + kqLmeω + kqiLqθq +
2Lq

3npψ f J (kω J − B)
[

3npψ f
2 eq +

3np
2

(
Ld − Lq

)
ediq

]
−

2kω(kω Ĵ−B)Lq
3npψ f J Ĵeω +

3npLq
2J ψ f eω +

2km(kω J−B)Lq
3npψ f

eq

(29)


.

T̃L = γ1

[
eω
J +

2(kω Ĵ−B)
3npψ f J eq

]
− km J

.
eq

.

J̃ = −γ2

{
−

kωe2
ω

J + 2kωkm
3npψ f

e2
q +

2kωeq
3npψ f J

[
3npψ f

2 eq +
3np

2

(
Ld − Lq

)
ediq

]} (30)

2.4.2. System Stability Analysis

According to (28), it is known that V(eω, eq, ed) is positive definite, and it has infinite upper bound.

By introducing the above control law (29) and adaptive law (30) into
.

V(eω, eq, ed), then:

.
V = −kωe2

ω − kde2
d − kqe2

q (31)
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When kω, kd, and kq are positive constant,
.

V ≤ 0. Then V(eω(t), eq(t), ed(t)) ≤ V(eω(0), eq(0), ed(0)),
Considering that V(eω(0), eq(0), ed(0)) is bounded, then V(eω(t), eq(t), ed(t)) is non-incremental
bounded. Thus

lim
t→∞

∫ t

0

.
V
(
eω(τ), eq(τ), ed(τ)

)
dτ < ∞ (32)

Because
..
V = −2kωeω

.
eω − 2kded

.
ed − 2kqeq

.
eq, and

.
eω,

.
ed,

.
eq, eω, ed, eq are all bounded. So

..
V is bounded,

and
.

V is uniformly continuous. According to Lyapunov lemma, when t→∞ ,
.

V(t)→ 0 . According
to Barbalat lemma, eω, ed and eq all converge to zero, i.e.,:

lim
t→∞

ωr(t) = ω∗r

lim
t→∞

iq(t) = i∗q
lim
t→∞

id(t) = i∗d

(33)

After the above analysis, the designed AIBC with differential term can make the system globally
asymptotically stable, and the tracking error approache zero, so as to achieve the target of speed and
current tracking.

3. Design of AWPSO for Parameters Optimization of the AIBC with Differential Term

The AIBC with differential term can better restrain the influence of load torque disturbance and
inductances uncertainty on the system. However, due to the introduction of differential and integral
terms, the controller parameters are increased (kω, kq, kd, kqi, kdi, km, γ1, γ2), which makes debugging
difficult. To solve this problem, this section adopts AWPSO optimization algorithm to optimize the
parameters of the AIBC with differential terms.

3.1. Principle of AWPSO Algorithm

Inertial weight (w) and acceleration factors (c1,c2) directly affect the local search ability, global
search ability and convergence speed of particle swarm optimization (PSO). In the early stages of PSO
research, w was assigned a fixed value. Later, with the deepening of the research, the mechanism of
changing w dynamically was introduced. The main methods to change w are random adjustment,
linear decline, nonlinear decline, fuzzy adaptive, chaotic decline and so on. Random adjustment means
that each iteration w is a random value, which can make the population have a chance to obtain smaller
w in the early stage of search, strengthen its local search, and obtain larger w in the later stage of search,
so as to obtain stronger global search ability. Linear decline, nonlinear decline and chaotic decline
mean that w decreases gradually with the increase of iteration times. However, this method is also
easy to make particles miss the optimal point at the beginning of the search because of its weak local
search ability, and easily fall into the local extreme value at the later stage. Fuzzy adaptive adjustment
is to dynamically adjust inertia weight by using fuzzy reasoning system, but it is difficult to establish
membership function and fuzzy rules.

c1 and c2 are usually determined by experience. It is generally believed that when c1 ≈ c2 = 2,
the working efficiency of particles is the highest. At this time, the local search ability and the global
search ability reach a balance state, and the particles are attracted to the average of the optimal position
of the particles pi and the optimal position of the population pg. In 2004, Mahfouf et al. [41]. proposed a
particle swarm optimization method with adaptive inertia weight. The velocity and location updating
formula are as follows:

vi(t + 1) = wvi(t) + αr1[pi − xi(t)] + αr2
[
pg − xi(t)

]
(34)

xi(t + 1) = xi(t) + vi(t + 1) (35)
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where t = 1, 2, ..., Tmax is the number of iterations, and Tmax is the maximum number of iterations.
i = 1, 2, ..., N, and N is the number of individual particles in population. vi(t) is the velocity of particle
i in t times iteration, and xi(t) is the location of particle i in t times iteration. r1 is the random number
between 0 and 1. The values of c1 and c2 are α, and α is defined as:

α = α0 +
t

Tmax
(36)

where α0 ∈ [0.5, 1]. Define w as:
w = w0 + r3(1−w0) (37)

where w0 ∈ [0.5, 1),r3 ∈ [0, 1). (36) and (37) make it possible for particles to have better local search
and global search ability both in the initial search stage and in the later search stage. At the same
time, as the acceleration factor increases with the number of iterations, the particle convergence will be
accelerated in the later search stage.

The flowchart of AWPSO to solve the optimization problem is shown in Figure 2. By adding
random mutation, the algorithm has the ability to jump out of local extremum.Energies 2019, 12, x FOR PEER REVIEW 10 of 25 
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Figure 2. Flowchart of AWPSO.

3.2. Single-Objective AWPSO Algorithm for Solving Multi-Objective Optimization Problem

The PSO algorithm can be divided into single-objective optimization and multi-objective
optimization according to the number of optimization objective function (fitness function). In [41], an
AWPSO multi-objective optimization algorithm based on non-dominated ranking method is presented,
which increases the computational complexity. For complex problems, the optimization time is long,
and the optimization results are a set of minimum values. The engineers must rely on theory and
experience to analyze and judge to determine the final actual value, which increases the design time and
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difficulty. In this section, a single-objective AWPSO algorithm for solving multi-objective optimization
problem is proposed. Firstly, the weighted value of the objective function is solved, then the weighted
value is used as prior knowledge to determine the fitness function of the single-objective optimization
algorithm. Thus, the multi-objective optimization problem is transformed into the single-objective
optimization problem, which reduces the computational complexity of the optimization algorithm.

For some multi-objective optimization problems (Pareto frontier is convex), the single-objective
optimization method can be used to solve them. The specific method is to define a single fitness
function as a weighted sum of multiple objective functions, i.e.,:

min
{

m∑
k
ωk fk(z)

}
zi = fmodle(xi), xi ∈ dom(xi), i= 1, 2,..., n

(38)

where fk(z) is the kth objective function, fmodle is the system model, dom(xi) is the range of particle

value, ωk is the weight of the kth objective function, and in general, take
m∑

k=1
ωk = 1, m is number

of objective functions. When solving multi-objective optimization problems, the single-objective
optimization algorithm determines the Pareto solution by searching for the weighted minimum of
different values of ωk. But this multi-objective AWPSO optimization is more computational and
time-consuming than ordinary single-objective.

In practical application, ωk is usually set as a fixed value, and the corresponding weighting
formula is used as the only fitness function. By running the optimization algorithm, the optimal
solution of the engineering problem is searched when the fitness function takes the extreme value.
Such a complex multi-objective optimization problem can be transformed into a simple single-objective
optimization problem, which is conducive to the use of engineering. However, the determination
of the value of ωk usually depends on the experience of experts, or through several trial and error
methods. This method of determining weights has the disadvantage of relying on manual experience
and large amount of calculation. The multi-objective optimization algorithm proposed in [41] has the
characteristics of large amount of information. Therefore, the combination of the two optimization
methods can avoid each other’s shortcomings and facilitate the application.

Based on the above ideas, the algorithm flow of solving the weight of ωk is described below:

Step 1: Obtain Pareto frontier.

According to the multi-objective AWPSO method introduced in [41], the Pareto frontier is
determined, and a set of Pareto optimal solution is obtained. The solution set is sorted according to the
value of the first objective function. After sorting, {x1, x2, ..., xn}, zi = fmodle(xi), and the value of the
kth objective function of xi is yk = fk(zi).

Step 2: Select the appropriate Pareto optimal solution.

The solution calculated by Step 1 is substituted into the system model, its performance is observed,
and a solution that meets the design requirements is selected as xw. Make ykw be the value of the kth
objective function of xw, i.e., ykw = fk( fmodle(xw)).

Step 3: Calculate the value of ωk.

If single-objective optimization method is used to obtain xw, the corresponding ωkw should satisfy
the following conditions:

min
{

m∑
k=1

ωkwykw

}
m∑

k=1
ωkwykw = min

{
m∑

k=1
ωk1yk1,

m∑
k=1

ωk2yk2,...
m∑

k=1
ωknykn

}
yk1, ..., ykn , 0,ωki ∈ (0, 1)

(39)
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where ωki is the corresponding weight of yki. In order to search for the value of ωkw satisfying the
above conditions, the number of objective function should be taken as the dimension of particle, and
ωki as the position value of particle in each dimension, and each particle in the population should

satisfy
m∑

k=1
ωki = 1. Search the value of ωkw satisfying (39).

The value of ωkw calculated by the above steps will be used as prior knowledge to set the fitness
function of the single-objective optimization algorithm to solve similar optimization problems.

3.3. AWPSO Algorithm for Parameters Optimization of the AIBC for PMSM

3.3.1. Selection of Fitness Function

The controller optimization of PMSM should follow the principle of smaller overshoot and
stronger robustness. In order to ensure the small overshoot of the system, the fitness function should
include the error part of the speed, and in order to ensure the strong robustness, the fitness function
should increase the error part of the observed value and the actual value. i.e.,:

min
{

f1(eω), f2(T̃L), f3 (̃J)
}

(40)

In the actual working process of PMSM, the variation range of inertia is small and relatively slow,
while the change of actual load torque is more intense and frequent, which has greater impact on the
system. Therefore, this paper only optimizes the system speed tracking and torque observation effect,
then (40) is rewritten as follows:

min
{

f1(eω), f2(T̃L)
}

(41)

According to (41), the optimization problem of AIBC with differential term for PMSM is a typical
multi-objective optimization problem. In order to reduce the difficulty of optimization, according to
the above methods, this multi-objective optimization problem is transformed into a single-objective
optimization problem. The selection of f1(eω) and f2(T̃L) are discussed below:

(1) Selection of f1(eω)

PMSM speed control problem is essentially a tracking problem, that is, to control the motor
speed, so that it can track the input reference speed signal. The performance evaluation indexes of
the system are static error, maximum overshoot and adjustment time. PMSM control system should
reduce the steady-state error and the adjustment time of the system on the premise of ensuring a small
overshoot. However, the measurement and determination of these three performance indexes are
difficult. In practical engineering applications, the following error integral functions are often selected
as the indexes to measure the control system:

(a) integral squared error:

J(ISE) =
∫
∞

0
e2(t)dt (42)

(b) integral squared error and time:

J(ITSE) =
∫
∞

0
te2(t)dt (43)

(c) integral squared error and squared time:

J(ISTSE) =
∫
∞

0
t2e2(t)dt (44)

(d) integral absolute error:

J(IAE) =
∫
∞

0

∣∣∣e(t)∣∣∣dt (45)
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(e) integral absolute error and time:

J(ITAE) =
∫
∞

0
t
∣∣∣e(t)∣∣∣dt (46)

(f) integral absolute error and squared time:

J(ISTAE) =
∫
∞

0
t2
∣∣∣e(t)∣∣∣dt (47)

The above integral formulas have different emphases as performance indexes. The 6 integral
formulas can be basically divided into two types: the first type is the integral form of the product
of error and time, such as (43), (44), (46) and (47); the second type is the integral form of error only,
such as (42) and (45). The first kind of integral form contains the form of the product of error and
time, which makes the initial error have little influence on the integral result, but with the passage of
time, the error has more and more influence on the result. Therefore, this kind of integral formula has
better effect on reducing transition time and steady-state error. For the second kind of integral form,
the effect of error on the output results does not change with time, so this kind of integral formula is
more effective in shortening the rising time, but less effective in reducing the adjustment process.

In order to study the influence of the above performance indexes on the optimization results,
a second-order system is taken as the control object, six integral formulas are used as fitness functions,
and single-objective AWPSO is used to optimize the parameters of the controller. The values of
w0 and α0 are 0.5, the population size N is 50, and the maximum number of iterations Tmax is 500.
The simulation results are shown in Table 1. In Table 1, when fitness functions are ISE and IAE
(the second type of performance indexes), the rise time is shorter than other performance indexes.
The adjustment time and steady-state error are better than those of the second performance indexes
when using other performance indexes (the first kind of performance indexes), which is consistent
with the previous analysis. However, as shown in Table 1, if these optimization indexes are directly
used, the overshoot of the optimized control system is still large. To solve this problem, this article
improves the performance of the controller and reduces the overshoot of the system by adding penalty
coefficient to the fitness function.

Table 1. Comparison of optimization indexes.

Index Name Rise Time (s) Overshoot Adjustment
Time (s)

Steady-State
Error Fitness Value

J(ISE) 0.0050 56.99% 0.093 0 0.004494
J(ITSE) 0.0080 49.87% 0.080 0 5.062 × 10−5

J(ISTSE) 0.0080 49.87% 0.075 0 1.034 × 10−6

J(IAE) 0.0050 56.99% 0.093 0 0.01263
J(ITAE) 0.0080 49.87% 0.075 0 0.0002593

J(ISTAE) 0.0080 49.87% 0.075 0 1.043 × 10−5

ISE and ITAE are selected for analysis in two types of performance indexes, and then (42) is
changed to:

J(ISE) =


∫
∞

0 e2(t)dt, e ≥ 0
β
∫
∞

0 e2(t)dt, e < 0
(48)

where β is the penalty coefficient. Similarly, (46) is changed to:

J(ITAE) =


∫
∞

0 t
∣∣∣e(t)∣∣∣dt, e ≥ 0

β
∫
∞

0 t
∣∣∣e(t)∣∣∣dt, e < 0

(49)
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Table 2 gives the different results of optimization with the different β values. The simulation
parameters are the same as those used in Table 1. In Table 2, for ISE, the maximum overshoot decreases
with the increase of β value, while the steady-state error increases. For ITAE, with the increase of
β value, the maximum overshoot decreases greatly. When β = 20, the maximum overshoot is less than
0.1%, which is an ideal value.

Table 2. Different results of optimization with the different β values.

Index Name β Rise Time (s) Overshoot Adjustment
Time (s)

Steady-State
Error

Fitness
Value

J(ISE)

5 0.018 21.50% 0.075 0.0079 0.01112
10 0.025 11.59% 0.095 0.0128 0.01297
15 0.028 8.36% 0.102 0.0150 0.01380
20 0.031 6.68% 0.106 0.0164 0.01430
25 0.032 5.63% 0.108 0.0174 0.01465
30 0.034 4.91% 0.108 0.0180 0.01490

J(ITAE)

5 0.032 7.34% 0.078 0 8.364 × 10−4

10 0.039 3.95% 0.084 0 8.568 × 10−3

15 0.063 0.10% 0.087 0 8.712 × 10−4

20 0.064 0.05% 0.090 0 8.870 × 10−4

25 0.065 0.03% 0.091 0 8.952 × 10−4

30 0.065 0.02% 0.092 0 8.999 × 10−4

According to Table 2, the fitness function of the speed error of the backstepping controller is
as follows:

f1(eω) =


∫
∞

0 t
∣∣∣eω(t)∣∣∣dt, eω ≥ 0

20
∫
∞

0 t
∣∣∣eω(t)∣∣∣dt, eω < 0

(50)

(2) Selection of f2(T̃L)

In order to ensure the anti-disturbance ability of the system, the load observation value should be
able to track the change of the actual. Therefore, the function form of load observation error is the
same as that of the speed error. The expression is as follows:

f2(T̃L) =


∫
∞

0 t
∣∣∣T̃L(t)

∣∣∣dt, T̃L ≥ 0
20

∫
∞

0 t
∣∣∣T̃L(t)

∣∣∣dt, T̃L < 0
(51)

(3) Selection of fitness function for single-objective optimization

According to the above method, the AIBC optimization problem is transformed into a
single-objective optimization problem. The population size of AWPSO is 50, and the execution
time is 500. The fitness function of multi-objective AWPSO is expressed as (41). The weighted value of
f1(eω) is calculated as 0.6798, and the weighted value of f2(T̃L) is calculated as 0.3202, then the fitness
function of single-objective optimization is as follows:

f (eω, T̃L) = 0.6798 f1(eω) + 0.3202 f2(T̃L) (52)

3.3.2. AWPSO Parameters Setting

(1) Location range of particles

According to (29) and (30), the optimal values of kω, kq, kd, kqi, km, γ1 and γ2 in AIBC need to be
searched. Therefore, in AWPSO, each particle is 8-dimensional, representing kω, kq, kd, kqi, kdi, km, γ1
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and γ2 parameters, respectively. The location range of each dimension can be estimated according to
the following method.

Assuming that the system can track the change of moment of inertia well, when the motor is
started, uq may have a maximum value uq_max. At the same time, the speed error and the d axis current
error should also be positive. Then:

kqLqeq ≤
√

2VN (53)

where VN is the motor rated voltage. The q axis current error is large when the motor starts. In order
to make the estimated kq have a larger range of value, eq = 5%IN, where IN is the rated current of the
motor. Then the range of kq is:

0 < kq ≤

√
2VN

0.05LqIN
(54)

Similarly, the range of other parameters can be estimated. i.e.,:

kω ∈
(
0,

3uq_maxnpψ f

2LqBTs
+

B
J

)
(55)

kq ∈

(
0,

√
2VN

0.05LqIN

)
(56)

kd ∈

0,

√
2(VN + npωNLqIN

0.01LdIN

 (57)

kqi ∈

(
0,

√
2VN

0.05LqINTs

)
(58)

kdi ∈

0,

√
2VN + npωNLqIN

0.01LdINTs

 (59)

km ∈

(
0,

√
2VN

LqIN

)
(60)

γ1 ∈

(
0,

J
T2

s

[
TN +

2JVNIN

LqTs

])
(61)

γ2 ∈

(
0,

1000J2

Ts

)
(62)

where Ts is the system control cycle, and TN is the rated torque of the motor.

(2) Inertial weight and acceleration factor

Inertial weights w and acceleration factors c1, c2 have significant effect on the performance of
PSO, and their values are discussed in different references. The inertia weight of AWPSO used in this
article can be adjusted randomly, and the acceleration factor increases with the number of iterations.
In order to test the influence of different w0 and α0 values on the optimization results, this article uses
AWPSO to optimize the functions of Sphere Model and Schwefel’s Problem 2.22 [42,43]. Because of
the randomness of AWPSO’s optimization results, the average of 20 optimization results is taken, the
number of population is 200, the number of optimization cycles is 2000, and the dimension is 5 [44–46].
The expression of the test function is as follows:

(1) f 1: Sphere Model

f1(x) =
5∑

i=1

x2
i , xi ∈ [−100, 100] (63)
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(2) f 2: Schwefel’s Problem 2.22

f2(x) =
5∑

i=1

|xi|+
5∏

i=1

|xi|, xi ∈ [−10, 10] (64)

The final results are shown in Tables 3 and 4. When w0 = 0.5,α0 = 0.5, AWPSO has better accuracy
and convergence ability. Therefore, in this article, the value of w0 is 0.5, and α0 is 0.5.

Table 3. The influence of w0 and α0 values on f 1 optimization results.

w0

f1 α0 0.5 0.6 0.7 0.8 0.9 1.0

0.5 4.1724 × 10−15 0.0299 0.1364 2.4725 11.3792 39.7254
0.6 0.0014 1.1725 3.9610 15.9247 45.0983 93.8858
0.7 4.7375 18.9028 43.1931 42.0810 139.1420 287.7320
0.8 17.8470 65.0720 133.3842 273.5391 355.6194 390.6332
0.9 204.7088 423.5116 390.8902 57.5242 605.0966 713.4533
1.0 435.5268 435.008 675.5462 623.2719 779.8188 875.4876

Table 4. The influence of w0 and α0 values on f 2 optimization results.

w0

f2 α0 0.5 0.6 0.7 0.8 0.9 1.0

e 1.9514 × 10−15 1.4264 × 10−4 1.0015 2.8079 16.5784 19.3834
0.6 0.1044 0.5208 14.6278 36.9077 25.1636 123.8342
0.7 2.5700 11.8048 60.2017 100.0196 129.8733 198.0033
0.8 36.1247 89.3460 151.7832 255.4492 347.9845 359.5684
0.9 193.7990 301.1870 375.8477 401.8551 636.9981 681.3515
1.0 444.6508 537.6002 611.0245 704.7756 804.6009 840.5120

4. Results and Discussion

This section gives the performance comparison of the traditional backstepping controller (TBC),
the AIBC with fixed parameters (AIBC_FP) and the AIBC with AWPSO parameters optimization
(AIBC_AWPSO). The comparison involves performance in the transient-state, steady-state, and
parameter mismatch cases. Table 5 shows the tested motor parameters.

Table 5. Parameters of the tested motor.

Parameters Units Values

Rated power w 750
Rated voltage V 220
Rated current A 4.0
Rated speed rpm 3000
Rated torque N·m 2.39

Stator resistance Ω 2.8
Stator inductance mH 3.9
Number of poles 4

Rotor magnetic flux linkage Wb 0.1

4.1. Simulation Results

On the MATLAB/Simulink simulation platform, the AIBC_AWPSO is compared with the TBC
and the AIBC_FP. The parameters of the simulation motor are shown in Table 5.
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4.1.1. Comparison during Startup

Figure 3 gives the dynamic performance of motor starting with appropriate parameters under
no-load condition, which include the motor speed, dq axis current and phase current. In the figure,
all waveforms are denoted according to the rated value. The motor is given 0.67 times the rated speed to
start. For the TBC, as in Figure 3a, it takes about 200 ms for the motor to reach the given value, and the
speed overshoot is about 20 rpm. At the moment of motor starting, there is about 15% overregulation
of rated current in the torque current. Figure 3b shows the performance of the AIBC_FP, and the speed
adjustment time is almost the same as the TBC. The speed overshoot is reduced to 10 rpm and torque
current overshoot is reduced to 10% rated current. For the AIBC_AWPSO, as in Figure 3c, the speed
adjustment time is reduced to about 100 ms, and there is almost no overshoot in speed and torque
current. Comparing Figure 3a, 3b and 3c, in terms of speed regulation time, the TBC is the same as the
AIBC_FP, and the AIBC_AWPSO performance was better than the TBC and the AIBC_FP. In terms of
the speed and current overshoot, the AIBC_AWPSO performs best, followed by the AIBC_FP, and the
worst was the TBC. In addition, the steady-state speed fluctuation of the AIBC_AWPSO is less than
that of the TBC and the AIBC_FP. The comparison shows that the AIBC_AWPSO has better dynamic
control performance than the AIBC_FP and the TBC.
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4.1.2. Comparison with Mismatched Resistance

In this section, the robustness to resistance parameter perturbation of the TBC and the AIBC_FP
are compared, and the simulation waveforms are shown in Figure 4. Figure 4a shows the simulation
result when the resistance parameter in the TBC is equal to two times the rated value. In transient
state, the feedback of q axis current is larger than the given value (1.0 p.u.). At this time, if the limit
value is set large, it may lead to overcurrent of hardware system and damage IPM or switching devices.
What’s worse, Figure 4a shows a 50% current static error between the q-axis current instruction and
the actual value. For the AIBC_FP, as in Figure 4b, the resistance parameter in the AIBC_FP is equal
to two times the rated value too, and the q-axis current feedback can accurately track the instruction
without oscillation or static error.
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4.1.3. Comparison with Mismatched Inductance

In this section, the mismatch between inductance parameter in the controller and the actual in the
TBC and the AIBC_FP are simulated and compared to verify that the AIBC can effectively improve
the robustness of the controller to inductance perturbation, and the simulation results are shown in
Figure 5. Figure 5a shows the simulation result when the inductance in the TBC is set to 2.5 times the
actual inductance. From the simulation result, it can be seen that the dq axis current and the phase
current have obvious oscillation.
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Figure 5b shows the simulation result when the inductance in the AIBC_FP is set to two times
the actual inductance, and the simulation result show that even if the inductance in the controller
deviates from the actual, the dq axis current and the phase current remain stable, and the transient
and steady-state performance are still good, which verify that the AIBC can effectively improve the
robustness of the controller to inductance perturbation.

4.1.4. Comparison under Load Sudden Change Condition

Figure 6 gives the simulation results under load sudden change condition. The motor runs
steadily at 150 rpm. The rated load (2.39 N·m) is suddenly added at 0.4 s and unloaded at 0.7 s.
It can be seen from the figure that the fluctuation of the TBC’s speed is about 68 rpm, the AIBC_FP’s
is about 37 rpm while the AIBC_AWPSO’s is about only 15 rpm when the load changes suddenly.
In addition, the fluctuation of the torque current decreases obviously from the TBC to the AIBC_AWPSO.
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Comparing Figures 6a, 6b and 6c, in terms of load disturbance resistance, the AIBC_AWPSO performs
best, followed by the AIBC_FP, and the worst was the TBC, which verify that the AIBC and the AWPSO
can effectively improve the load disturbance resistance of the controller.
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Table 6 summarizes the performance comparison of three control methods above.

Table 6. Performance comparison of three control methods.

Control Method Comparison during
Startup

Comparison with
Mismatched
Resistance

Comparison with
Mismatched
Inductance

Comparison under
Load Sudden

Change Condition

TBC

Rise time: 200 ms; Speed
overshoot: 20 rpm;

Current overshoot: 15%
of rated current

50% current static
error

Obvious current
oscillation

Speed fluctuation:
68 rpm

AIBC_FP

Rise time: 200 ms; Speed
overshoot: 10 rpm;

Current overshoot: 10%
of rated current

No current static
error

No current
oscillation

Speed fluctuation:
37 rpm

AIBC_AWPSO

Rise time: 100 ms; Speed
overshoot: 0 rpm;

Current overshoot: 0%
of rated current

Speed fluctuation:
15 rpm

4.2. Experimental Results

To validate the effectiveness of the proposed control strategy, experimental tests were carried
out on a 750w PMSM test bench. Motor parameters are the same as Table 5, and the experimental
tests were carried out on the testbench as shown in Figure 7, which includes the controlled PMSM,
PMSM controller, hysteresis dynamometer, and control display instrument. The load torque of the
controlled PMSM is given by the dynamometer controller to simulate the external load disturbance.
In the experimental tests, the developed control algorithm is implemented on a 32-bit floating point
DSP TMS320F28335, and the actual speed of the rotor are detected by an absolute encoder.
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4.2.1. Comparison during Startup

Figure 8 shows the experimental results of motor starting with appropriate parameters under
no-load condition. The experimental condition is consistent with Figure 3. It can be seen from the
figure that besides the AIBC_AWPSO, there are obvious overshoot of speed and torque current in
the TBC and the AIBC_FP control system. And the speed regulation time of the AIBC_AWPSO is
much shorter than that of the TBC and the AIBC_FP (the motor can accelerate to 2000 rpm in about
150 ms without overshoot in the AIBC_AWPSO control system), which shows that the AIBC_AWPSO
has better dynamic control performance than the TBC and the AIBC_FP. Therefore, we can consider
applying the AIBC_AWPSO to the occasion where the dynamic requirements of motor speed are high
(e.g., the motor needs rapid acceleration and deceleration).
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4.2.2. Comparison with Mismatched Resistance

Figure 9 is the experimental comparison of the robustness to resistance parameter perturbation
between the TBC and the AIBC_FP. Figure 9a is the experimental waveform of the TBC when the
resistance parameter in the controller is equal to two times the rated value. The feedback of torque
current is greater than the current instruction in transient state, which exceeds the current limit. This is
consistent with the phenomenon in the simulation of Figure 4a. Figure 9b is the experimental waveform
of the AIBC_FP when the resistance parameter is equal to two times the rated value. It can be seen that
the current control performance is good. Whether in transient or steady state, current feedback can
strictly track the current instruction.
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and the dq axis current and phase current are stable. The experimental result is in agreement with 
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Figure 9. Experimental results of motor starting with mismatched resistance: (a) TBC; (b) AIBC_FP.

4.2.3. Comparison with Mismatched Inductance

Figure 10 is an experimental comparison of the robustness to inductance parameter perturbation
between the TBC and the AIBC_FP. Figure 10a is the experimental waveform of the TBC when the
inductance parameter in the controller is equal to two times the rated value. From the experimental
waveform, it can be seen that the dq axis current and phase current oscillation is obvious, and the
current control performance is poor. Figure 10b is the experimental waveform of the AIBC_FP when
the inductance parameter in the controller is equal to two times the rated value. From the experimental
waveform, it can be seen that even if there is a big deviation between inductance in the controller and
rated value in AIBC_FP, the system can maintain good current control performance, and the dq axis
current and phase current are stable. The experimental result is in agreement with the simulation
result (Figure 5b). It is proved that the AIBC can effectively compensate the current error caused by
inductance mismatch. The robustness of the system to inductance parameter perturbation is improved,
and the scope of application of inductance parameter is expanded. The transient and steady state
performance of the system is maintained while the stability of the system is guaranteed.
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4.2.4. Comparison under Load Sudden Change Condition

Figure 11 is the experimental waveform under abrupt load change. During the experiment,
the rated load is suddenly loaded and unloaded by dynamometer, and the motor runs steadily at
150 rpm. Comparing Figure 11a, 11b and 11c, it can be seen that the speed and torque current of the
TBC and the AIBC_FP system fluctuate significantly at the moment of sudden load change (the TBC is
more obvious than the AIBC_FP, the TBC fluctuates about 75 rpm, while the AIBC_FP only reaches
about 30 rpm), while the AIBC_AWPSO system has almost no speed and current fluctuation.
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In addition, the vibration of the speed and torque current of the TBC and the AIBC_FP system
is more obvious than that of no-load condition after adding the rated load, while the AIBC_AWPSO
system has no obvious change compared with no-load condition. This proves that the AIBC_AWPSO
system has strong resistance to external load disturbance.

5. Conclusions

This article present an AIBC for PMSMs with AWPSO parameter optimization, which effectively
suppress the influence of load torque disturbance and inductance uncertainties of the dq axis on the
system, and the parameters tuning problem of the controller is effectively solved. The integral terms
of dq axis current following error are introduced into the control law, and the adaptive law with the
differential term and the control law with the integral terms of the current error are derived to weaken
the influence of internal parameters perturbation on current control. The AWPSO algorithm is used
to optimize the parameters of the AIBC. Aiming at the parameters tuning problem of AIBC with
differential term, a method for transforming multi-objective optimization with convex Prato frontier
into single-objective optimization is presented. By this method, a form of fitness function suitable for
parameters optimization of backstepping controller is determined, and according to the theoretical
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derivation and large number of simulation results, the corresponding parameters of the optimization
algorithm are set. By randomly adjusting the inertia weight and changing the acceleration factor, the
algorithm can accelerate the convergence speed and solve the problem of parameters optimization
of AIBC.

The simulation and experiment compare the TBC, the AIBC_FP and the AIBC_AWPSO, which
include the dynamic performance of motor starting, the robustness of control system to internal
parameters perturbation under mismatch of resistance and inductance, and the robustness to external
load perturbation under sudden loading and unloading of rated load. The simulation and experimental
results show that the AIBC_AWPSO performs best, followed by the AIBC_FP, and the worst is the TBC
in consideration of the dynamic performance of the system during motor starting. The TBC has no
robustness to stator resistance and inductance perturbation, and current control under mismatch of
resistance and inductance produces static error and vibration. The AIBC_FP has strong robustness
to internal parameters perturbation. The AIBC_AWPSO also performs best in resisting external load
disturbance, followed by the AIBC_FP and the TBC.
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