Primal-Dual Learning Based Risk-Averse Optimal Integrated Allocation of Hybrid Energy Generation Plants under Uncertainty
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Abstract: A groundswell of opinion in utilizing environmentally friendly energy technologies has been put forth worldwide. In this paper, we consider an energy generation plant distribution and allocation problem under uncertainty to get the utmost out of available developments, as well as to control costs and greenhouse emissions. Different clean and traditional energy technologies are considered in this paper. In particular, we present a risk-averse stochastic mixed-integer linear programming (MILP) model to minimize the total expected costs and control the risk of CO\textsubscript{2} emissions exceeding a certain budget. We employ the conditional value-at-risk (CVaR) model to represent risk preference and risk constraint of emissions. We prove that our risk-averse model can be equivalent to the traditional risk-neutral model under certain conditions. Moreover, we suggest that the risk-averse model can provide solutions generating less CO\textsubscript{2} than traditional models. To handle the computational difficulty in uncertain scenarios, we propose a Lagrange primal-dual learning algorithm to solve the model. We show that the algorithm allows the probability distribution of uncertainty to be unknown, and that desirable approximation can be achieved by utilizing historical data. Finally, an experiment is presented to demonstrate the performance of our method. The risk-averse model encourages the expansion of clean energy plants over traditional models for the reduction CO\textsubscript{2} emissions.
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1. Introduction

1.1. Motivations

With more and more severe challenges resulting from environmental issues, energy generation has been attracting increased attention in society. It is projected that by 2035 nuclear energy will increase by 12.2%, natural gas by 46%, and the growth of renewable energy supply by 41% [1]. If this prediction comes true, increasing CO\textsubscript{2} emissions will lead to an inestimable impact on climate change. Anticipating this, clean energy generation technologies have been greatly developed over the past decades. Nowadays, many new technologies involving environmentally friendly or clean energy generation infrastructures have emerged to meet industrial or domestic demands (e.g., nuclear energy, solar photovoltaic energy, hydroelectric energy and wind turbine energy, etc.). However, few of them have been able to play their full role, especially in reducing greenhouse emissions [2–4]. Moreover, certain technology might be well-meaning to human beings, but adverse to our living environments (e.g., nuclear energy). Thus, we should cogitate for the model of a city generating energy. There is a
big need to develop a proper energy planning and distribution models to make full-use of different existing clean energy power plants in order to meet the demands of cities in terms of minimum costs and CO$_2$ emissions.

An important issue that should be pointed out is uncertainty in demand [5–7], which not only causes a big challenge in representing uncertainty, but also the fundamental approach to modeling the problem. There are extensive literature on the integrated planning of multimodal energy generation plants, and various kinds of models have been provided to achieve certain goals. Note that most of these works minimize the expected total costs or emissions when uncertainty appears and follows a known probability distribution [8–10]. We benefit a lot from setting (called a ‘risk-neutral’ model) in improving efficiency of energy allocation. However, more and more evidence shows that it is insufficient to consider known probability and expectation, as both can strongly affect a solution in practice, and would be infeasible under certain circumstances. Moreover, most decision makers are risk-averse rather than risk-neutral when facing uncertainty in practice. In these cases, a risk-averse approach likely has more practical significance than expectation [11,12].

Therefore, in this paper, we consider a risk-averse integrated planning of multimodal energy generation plants with multi-objectives under uncertainty. We aim to properly allocate the different energy power plants and allocate energies to meet the demand of certain areas. The goal is to achieve minimum costs and control the level of CO$_2$ emissions under certain levels. We are also interested in a solution algorithm that does not depend on the assumption of a known probability distribution of uncertainty.

1.2. Literature Review

Related literature on energy allocation can be found extensively. A variety of works have aimed to provide models and solutions for properly planning energy generation technologies to reduce costs and emissions. Lee et al. [13] developed a four-stage model for a strategic energy technology planning problem where the objective is to reduce environmental damage to a region. Powell et al. [14] considered the energy resource allocation problem by developing an approximate dynamic programming approach for the strategy of investing in new technologies from a long-term perspective. A stochastic programming was proposed by Pereira and Pinto for energy management regarding hydro-plants [15]. Zhao et al. [16] presented an equilibrium model to observe emission restrictions in the design of different energy generation technologies. Ebrahimi [5] developed a stochastic multi-objective optimization for supplier selection and location–allocation routing problems to minimize total costs and environmental emission effects. Three objective functions were considered into the model, namely, minimizing costs and emissions, and maximizing the responsiveness of the integrated network. Simon C. Parkinson and Ned Djilali [17] presented two approaches to integrating environmental performance uncertainty into a long-term energy planning framework that produces a development strategy that hedges against the risk of exceeding environmental targets.

It is not uncommon for studies to regard the allocation of hybrid energy generation plants as an extension of the facility location problem. Note that the energy allocation problem is generally more complicated than the facility location problem, as there may exist more constraints. Thus, the precise facility location problem can be an inherent subproblem of the energy allocation problem. As for the research on facility location problems, one can refer to [18] for a more comprehensive review. Dicorato et al. [19] proposed a linear programming model by introducing energy flow optimization model to locate distributed-generation production plants and devise energy-efficiency actions. Muis et al. [20], according to the requirements in Peninsular Malaysia, proposed an optimal planning model for electricity generation schemes to control CO$_2$ emissions. To minimize total costs and CO$_2$ emissions, Modarres et al. [21] integrated demand and production capacities into the energy planning problem to build an aggregate optimization model.

Note that uncertainty is one of the most important issues of modeling the problem. Most of the above literature tackles the issue by the stochastic programming models, where the uncertainty
is denoted by a known probability distribution. Note that, in the real world, it is pretty hard or even impossible to obtain the exact probability. In some cases, an absence of distribution can express uncertainty. Thus, approaches such as the robust optimization model were introduced [22]. Chen, Y.Z. et al. [8] developed a multistage inexact stochastic robust model for regional energy system management in Jining City, China. However, the robust approach is usually criticized by its overly conservative results, which may lead to excessive investments [23–25].

Most of existing models are risk-neutral (i.e., the objective function is only based on the expectation value). This setting indicates that the decision maker is immune to any risk under uncertainty, which is an unrealistic scheme. Some scholars have begun to explore the risk-averse model to present reliable but less conservative solutions to energy allocation problems. Chen et al. [4] proposed a risk-averse optimization model for an urban electric power system to support the city’s transformation from a coal-fire dominated to a low-carbon electric power mix. Their aim was to analyze the impact of risks underlying in uncertainty. However, they did not give an explicit formulation of potential risks.

Therefore, in this paper, we aim to provide a risk-averse model for the energy allocation problem. We focus on how to model the risk preferences of a decision maker under uncertainty, and how to use available historical data to solve the model efficiently, rather than depend on the assumption that the probability distribution is known.

1.3. Contributions

The contributions of this paper are threefold, as follows:

- We propose a stochastic bi-objective 0-1 mixed nonlinear programming to model the integrated allocation of hybrid energy generation plants under uncertainty. We aim to minimize total expected costs and CO₂ emissions to meet energy demand.
- We propose a risk-constrained stochastic optimization model to control the potential risks caused by uncertainty in demand. The coherent risk measure (i.e., conditional value-at-risk (CVaR)), is incorporated to evaluate risks and express risk preferences. We also provide an equivalent model to transform the bi-objective model to a single-objective model, which is important to solving the NP-hard problem.
- We develop a primal-dual based learning algorithm to solve the risk-averse model. By the Lagrange duality, we first present a saddle point problem, then update the primal and dual variables simultaneously. We show that the algorithm does not need to assume that probability distribution is known a priori, and that a desirable gap can be achieved by utilizing historical data.

2. Problem Description and Model Formulation

2.1. Problem Description and Classic Model

In this section, we present the models of integrated planning of multimodal energy generation plants. We begin by developing the basic risk-neutral model, then propose the risk-averse model based on a coherent risk measure in which we consider multiple objectives (i.e., minimizing total costs and controlling a certain CO₂ emission level). In our model, different energy technologies that correspond to various clean energy generation methods are identified and included. The decisions we make are based on the amounts of energy that can be used to provide an electrical and heating supply. Notice that heating demand (e.g., industrial plants, houses, etc.), can be obtained from several sectors, either heating plants or electricity supply, or as a by-product of electricity generation (i.e., co-generation plants). We report the sources of electrical and heating supplies in Figure 1.
Figure 1. The sources of electrical and heating supply.

Without a loss of generality, we assume that the region in this paper has access to the electrical and co-generation supplies illustrated in Figure 1, in which we depict sets of possible demand scenarios. Each true demand value is considered to be a realization of the scenario. Under such settings, we should provide a plan to open appropriate plants and allocate energies to meet the specific demands of a region. We illustrate this in Figure 2.

Figure 2. Illustration of the problem.

To continue to build the model, we first present the notations that will be used through the paper, shown in Table 1.

Table 1. Notations.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Meanings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>J</td>
</tr>
<tr>
<td></td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>N</td>
</tr>
<tr>
<td>Parameters</td>
<td>$d^s$</td>
</tr>
<tr>
<td></td>
<td>$d^H_s$</td>
</tr>
<tr>
<td></td>
<td>$c^s_n$</td>
</tr>
<tr>
<td></td>
<td>$f^s_n$</td>
</tr>
<tr>
<td></td>
<td>$\gamma_i$</td>
</tr>
<tr>
<td></td>
<td>$e_n$</td>
</tr>
<tr>
<td></td>
<td>$E$</td>
</tr>
<tr>
<td></td>
<td>$w_n$</td>
</tr>
<tr>
<td></td>
<td>W</td>
</tr>
<tr>
<td></td>
<td>$P_s$</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision variables</td>
<td>$X^s_n$</td>
</tr>
<tr>
<td></td>
<td>$Y^s_n$</td>
</tr>
<tr>
<td></td>
<td>$Y^s_{ih}$</td>
</tr>
<tr>
<td></td>
<td>$Y^s_{ig}$</td>
</tr>
</tbody>
</table>
With these notations, we then present the classic model of integrated planning of multimodal energy generation plants.

(A)  
\[
\begin{align*}
\min \sum_{s \in S} p_s \left( \sum_{n \in N} f_i x_{s}^{n} + \sum_{n \in I} c_{i}^{n} \left( y_{s}^{n} + y_{ih}^{n} \right) + \sum_{n \in J} c_{n} y_{s}^{n} \right) \\
\text{s.t.} \sum_{n \in I} \left( y_{s}^{n} + r_{i} y_{is}^{n} \right) \geq d_{s}^{e} \quad \forall s \in S, \\
\sum_{n \in I} \left( y_{ih}^{n} + (1 - r_{i}) y_{is}^{n} \right) + \sum_{n \in J} y_{s}^{n} \geq d_{s}^{h} \quad \forall s \in S, \\
y_{s}^{n} + y_{is}^{n} + y_{ih}^{n} \leq M_{n} x_{s}^{n} \quad \forall s \in S, n \in I, \\
y_{s}^{n} \leq M_{n} x_{s}^{n} \quad \forall s \in S, n \in J, \\
\sum_{n \in N} w_{n} y_{s}^{n} \leq W \quad \forall s \in S, \\
\sum_{n \in N} e_{n} y_{n}^{s} \leq E \quad \forall s \in S, \\
y_{s}^{n}, y_{is}^{n}, y_{ih}^{n} \geq 0 \quad \forall s \in S, n \in N, \\
x_{s}^{n} \in \{0, 1\} \quad \forall s \in S, n \in N.
\end{align*}
\]

Model (A) is the basis of our paper, and it aims to minimize the single objective (i.e., total costs), while keeping the total emissions under budget. Constraint (2) enforces that electrical demands should be satisfied. Constraint (3) requires the heating demand to be served. Constraint (4) indicates that only opened plants can supply energy. Constraints (5) and (6) specify the capacity of each plant. Constraint (7) enforces that CO$_2$ emissions should not exceed a certain level. Constraints (8) and (9) define the variables.

Although Model (A) is typically used in practice, we may achieve a more aggressive approach to reducing emissions by minimizing CO$_2$ emissions in the objective function. To do so, we have a bi-objective optimization Model (B):

(B)  
\[
\begin{align*}
\min \sum_{s \in S} p_s \left( \sum_{n \in N} f_i x_{s}^{n} + \sum_{n \in I} c_{i}^{n} \left( y_{s}^{n} + y_{ih}^{n} \right) + \sum_{n \in I} c_{n} y_{s}^{n} \right) \\
\min \sum_{s \in S} p_s \sum_{n \in N} e_{n} y_{n}^{s} \\
\text{s.t.} \quad (2)-(6), (8)-(9).
\end{align*}
\]

Model (B) is a multi-objective stochastic optimization problem. One can obtain a single-objective model by introducing the coefficient of each objective; however, it is pretty hard to obtain the exact value of each coefficient. Therefore, we transform Model (B) into the following equivalent model by defining one of the multi-objectives as a chance constraint:

(B-1)  
\[
\begin{align*}
\min \sum_{s \in S} p_s \left( \sum_{n \in N} f_i x_{s}^{n} + \sum_{n \in I} c_{i}^{n} \left( y_{s}^{n} + y_{ih}^{n} \right) + \sum_{n \in I} c_{n} y_{s}^{n} \right) \\
\text{s.t.}
\end{align*}
\]
\[
\text{pr}\left\{\sum_{s \in S} p_s \sum_{n \in N} e_n Y_{ih}^n \geq \theta \right\} \leq 1 - \alpha
\]  
(2)-(6), (8)-(9).

Model (B-1) has the same solution as that of Model (B). The \( \alpha \) in Constraint (14) is the confidence level or risk level, which can be used to denote the risk preference of a decision maker; \( \theta \) is an auxiliary variable. Notice that Constraint (13) derives the main contributions of our risk-averse model from the chance constraint.

As supplementary to above model, we now explain the reason that we assume a case with access to electrical and co-generational sources of power. We aim to consider a more general case where various kinds of generation and demand should be covered. In particular, if the area has no access to co-generation, there is no need to specify \( Y_{ih}^s \) and \( Y_{ih}^q \), which leads to the fact that \( Y_{ih}^s \) is trivial to the objective function and Constraints (2)–(5). Thus, the model will be totally different without the assumption. However, with the assumption in place, we can regard the case with a single access to be a special case of the current model (i.e., \( Y_{ih}^s = 0 \)). In addition, in our numerical case, the area does have access to electrical and co-generational sources in practice.

2.2. Risk-Averse Model

Before proposing our risk-averse model, we briefly review the concept of risk measurement. Coherent risk measures have been considered extensively in the literature (for more details, see [25]). Mapping \( \rho : \mathcal{L} \to \mathbb{R} \cup \{+\infty\} \) is coherent if it satisfies the following properties for random variables \( Z_1 \) and \( Z_2 \).

- Monotonicity: If \( Z_1 \leq Z_2 \), then \( \rho(Z_1) \leq \rho(Z_2) \);  
- Subadditivity: \( \rho(Z_1 + Z_2) \leq \rho(Z_1) + \rho(Z_2) \) holds;  
- Positive homogeneity: If \( \alpha \geq 0 \), then \( \rho(\alpha Z_1) = \alpha \rho(Z_1) \).  
- Translation invariance: For \( \forall t \in \mathbb{R} \), we have \( \rho(Z_1 + t) = \rho(Z_1) - t \).

In this paper, a widely used coherent risk measure (i.e., conditional value-at-risk (CVaR)) is introduced to measure risk of uncertainty. CVaR has been considered extensively in stochastic optimization. Given a risk level \( \alpha \in [0, 1) \), CVaR is formulated as

\[
\text{CVaR}_\alpha(Z) = \mathbb{E}[Z | Z \geq \text{VaR}_\alpha(Z)]
\]  
(14)

where \( \text{VaR}_\alpha(Z) = \inf \{ \eta \in \mathbb{R} : \text{Pr}(Z \geq \eta) \leq 1 - \alpha \} \). Generally, the quantile \( \alpha \in [0, 1) \) is used to denote the risk preference of the decision maker. If \( \alpha \uparrow 1 \), then the decision maker is extremely averse to the uncertainty. Here, we present Proposition 1 to for the computational consideration of a formal formulation of CVaR. Suppose \( Z \) is bound, with a support contained in \([0, \eta_{\text{max}}]\); in this scenario, we have an equivalent reformulation:

\[
\text{CVaR}_\alpha(Z) = \inf_{\eta \in [0, \eta_{\text{max}}]} \left\{ \eta + (1 - \alpha)^{-1} \mathbb{E}\left[(Z - \eta)_+\right] \right\},
\]  
(15)

where \( (Z - \eta)_+ = \max(Z - \eta, 0) \). This formulation facilitates the calculation of \( \text{CVaR}_\alpha(Z) \) by shrinking the feasible region of \( \eta \). Considering the outstanding merits of CVaR in leading to a computationally tractable formulation, we will model the problem based on CVaR.

Considering the definition of CVaR and Constraint (14), we are motivated to transform Constraint (14) according to CVaR as

\[
\text{CVaR}_\alpha(Z) = \inf_{\eta \in [0, \eta_{\text{max}}]} \left\{ \eta + (1 - \alpha)^{-1} \mathbb{E}\left[(Z - \eta)_+\right] \right\},
\]  
(16)
where \( Z = \sum_{s \in S} p_s \sum_{n \in N} e_n Y^s_n \). Observe that the \( \theta \) in Constraint (14) is exactly the \( \eta \) in CVaR. Then, introducing a constant \( \kappa \in \mathbb{R} \), which is a user input parameter of risk budget, we have the risk-averse model of the problem:

\[
\begin{align*}
\text{(C)} \\
\min_{\alpha} & \sum_{s \in S} p_s \left( \sum_{n \in N} f^s_n X^s_n + \sum_{n \in N} c^s_n (\bar{Y}^s_n + Y^s_n) + \sum_{n \in N} c^s_n \bar{Y}^s_n \right) \\
\text{s.t.} & \quad \inf_{\eta} \tau + (1 - \alpha)^{-1} \sum_{s \in S} p_s \left( \sum_{n \in N} e_n Y^s_n - \eta \right) \leq \kappa, \forall n \in N \\
& \quad (2)-(6), (8)-(9).
\end{align*}
\]

We can linearize the \( \sum_{n \in N} e_n Y^s_n - \eta \) by defining that \( q^s = \sum_{n \in N} e_n Y^s_n - \eta \) and

\[
q^s \geq 0,
\]

\[
q^s \geq \sum_{n \in N} e_n Y^s_n - \eta.
\]

Model (C) has many interesting properties compared to the classic models. We report these properties in following propositions. For ease of notation, we define the solution space as \( \Theta = \{(X, Y) : (2) - (6), (8) - (9), (18) - (20)\} \). In particular, we let \( \Theta^B \) and \( \Theta^C \) denote the solution of the risk-neutral Model (B) and risk-averse Model (C), respectively.

**Proposition 1.** Given \( \alpha \in [0, 1) \), we have \( \Theta^C = \Theta^B \) if \( \text{VaR}_\alpha(X, Y) = 0 \).

**Proof.** Consider an energy allocation solution \( \Theta_\alpha \in \Theta \) with \( \text{VaR}_\alpha(X, Y) = 0 \). Let \( E_\alpha = \sum_{n \in N} e_n Y^s_n \) denote the CO2 emissions resulting from \( \Theta_\alpha \in \Theta \), which gives us

\[
\psi^{\Theta_\alpha} = \Pr[E_\alpha \leq \text{VaR}_\alpha(X, Y)] = \Pr[E_\alpha \leq 0] = \sum_{s \in S} (1 - p_s),
\]

and

\[
\text{CVaR}_\alpha(X, Y) = \psi^{\Theta_\alpha} \text{VaR}_\alpha(X, Y) + \left(1 - \psi^{\Theta_\alpha}\right) \Pr(E_\alpha > \text{VaR}_\alpha(X, Y)) = \sum_{s \in S} p_s \Pr(E_\alpha > 0).
\]

Since

\[
\begin{align*}
E[E_\alpha] &= E[E_\alpha | E_\alpha > \text{VaR}_\alpha(X, Y)] \Pr(E_\alpha > \text{VaR}_\alpha(X, Y)) \\
&\quad + E[E_\alpha | E_\alpha = \text{VaR}_\alpha(X, Y)] \Pr(E_\alpha = \text{VaR}_\alpha(X, Y)) \\
&= E[E_\alpha | E_\alpha > 0] \Pr(E_\alpha > 0) + E[E_\alpha | E_\alpha = 0] \Pr(E_\alpha = 0),
\end{align*}
\]

and \( E[E_\alpha | E_\alpha = 0] = 0 \), we have

\[
E[E_\alpha | E_\alpha > 0] = \frac{E[E_\alpha]}{\Pr(E_\alpha > 0)} = \frac{\sum_{s \in S} p_s e_n Y^s_n}{\sum_{s \in S} p_s}
\]

Therefore, if \( \text{VaR}_\alpha(X, Y) = 0 \),

\[
\text{CVaR}_\alpha(X, Y) = \frac{\sum_{s \in S} p_s e_n Y^s_n}{\sum_{s \in S} p_s} \sum_{s \in S} p_s = \sum_{s \in S} p_s e_n Y^s_n,
\]

which means the risk constraint is consistent with Constraint (7), (i.e., the risk-neutral model).

Thus, we have \( \Theta^C = \Theta^B \). \( \square \)
Note that $\text{VaR}_\alpha(X, Y) = 0$ if $\alpha = 0$, then we have a special case of the above proposition, which we report that in the following corollary.

**Corollary 1.** For $\alpha = 0$, we have $\Theta^C = \Theta^B$.

**Proof.** Based on the definition of CVaR and VaR, we have $\text{VaR}_\alpha(X, Y) = 0$ if $\alpha = 0$. Then, according to Proposition 1, we can complete the proof. □

Proposition 1 and Corollary 1 indicate that our risk-averse model can be equivalent to the traditional risk-neutral model under certain conditions. Moreover, it implies that the risk-averse model can provide solutions that generate less CO$_2$ than traditional models.

### 3. Solution Method

Solving Model (C) is challenging because it is an NP-hard problem. Although some commercial software (e.g., CPLEX and Gurobi) can provide exact solutions, they are usually time consuming even for a medium scale problem. Moreover, evaluating the risk measure is somewhat difficult because it might be nonconvex. In this section, we aim to develop an efficient algorithm to solve the model. The idea is that we first form a saddle point problem based on Lagrange duality, and use the primal-dual method learning to update the primal and dual variables simultaneously. The algorithm solves the problem ‘on the fly’ because we dynamically draw samples according to distribution. The algorithm can relax the need for us to know the exact distribution and provide a desirable solution efficiently.

In light of [26], we have

$$\text{CVaR}_\alpha(X, Y) = \sup_{\mu \in \mathcal{N}} \int_0^1 \text{CVaR}_\alpha(X, Y) \mu(da),$$

where

$$\int_0^1 \text{CVaR}_\alpha(X, Y) \mu(da) \leftarrow \sum_{k \in K} \left( \int_{\alpha_k}^{\alpha_{k+1}} \mu(da) \right) \text{CVaR}_{\alpha_k}(X, Y)$$

and $\mathcal{N}$ is the set of probability measures of $\alpha$. Then, Constraint (17) can be approximated by

$$\max_{\mu_k} \left\{ \sum_{k \in K} \mu_k \text{CVaR}_{\alpha_k}(X, Y) \right\} \leq \kappa.$$

Here, $\mu = \{\mu_k\}_{k \in K} \subseteq [0, 1]$. Introducing Lagrange multipliers $\lambda$ for Constraint (18) of Model C, we have the following relaxed optimization problem:

$$(D) \quad \min_{s \in S} \sum_{s \in S} p_s \left( \sum_{n \in N} f_s X^n + \sum_{n \in N} c^n_s (Y^n + Y^n_b) + \sum_{n \in J} c^n_s Y^n \right) + 1 \left( \kappa - \eta + (1 - \alpha)^{-1} \sum_{s \in S} p_s q_s \right)$$

s.t. \hspace{1cm} (2)-(6), (8)-(9).

Then, we can rewrite Model (D) as

$$(E) \quad L(X, Y, \lambda) = \min_{s \in S} \sum_{s \in S} p_s \left( \sum_{n \in N} f_s X^n + \sum_{n \in N} c^n_s (Y^n + Y^n_b) + \sum_{n \in J} c^n_s Y^n \right) + \lambda \left( \kappa - \max_{\mu_k} \left\{ \sum_{k \in K} \mu_k \text{CVaR}_{\alpha_k}(X, Y) \right\} \right)$$

Model (E) can be rewritten as

$$(LE)$$
\[ \phi(X, Y, \lambda) = \min_{X, Y} \max_{\lambda \in R, \mu \in (0, 1)} L(X, Y, \lambda) \]  

The Lagrange problem (23) is operated under a scenario set S, which is indexed by s. With respect to realization s, we have

\[ (LE) \, \phi(X, Y, \lambda)(s) = L(X, Y, \lambda)(s) \]  

Then, we can turn to the following sampled Lagrange problem:

\[ (SLE) \, \bar{\phi}(X, Y, \lambda)(S) = E_{s \in S}[L(X, Y, \lambda)(s)], \]  

We then compute the gradient ascent of primal variables \((X, Y)\) and the gradient descent of dual variable \(\lambda\) simultaneously, denoted by \(\nabla_{(X,Y)}[L(X, Y, \lambda)]\) and \(\nabla_\lambda[L(X, Y, \lambda)]\). To find the global optimal value, we update primal and dual variables by

\[ (X, Y)_{t+1} = \Pi_{(X \times R)} \left[ (X, Y)_t - \gamma \nabla_{(X,Y)}[L(X, Y, \lambda)] \right], \]  

\[ \lambda_{t+1} = \lambda_t + \gamma \nabla_\lambda[L(X, Y, \lambda)], \]  

where \(t\) denotes the index of iterations, and \(\gamma\) is the step size of updating.

When the iteration reaches the threshold, we stop the algorithm and output the final value. The main procedure of the learning algorithm is reported in the following Table 2.

<table>
<thead>
<tr>
<th>Table 2. The primal-dual learning algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> total iterations (T), set counter (t = 1), step size (\gamma &gt; 0)</td>
</tr>
<tr>
<td>1. Set ((X, Y)_1 = 0, \lambda_1 = 0)</td>
</tr>
<tr>
<td>2. Draw a sample according to the distribution (p_s)</td>
</tr>
<tr>
<td>3. Compute the gradient ascent of primal variables ((X, Y)) and gradient descent of dual variable (\lambda)</td>
</tr>
<tr>
<td>(\nabla_{(X,Y)}[L(X, Y, \lambda)])</td>
</tr>
<tr>
<td>(\nabla_\lambda[L(X, Y, \lambda)])</td>
</tr>
<tr>
<td>4. Update</td>
</tr>
<tr>
<td>((X, Y)<em>{t+1} = \Pi</em>{(X \times R)} \left[ (X, Y)<em>t - \gamma \nabla</em>{(X,Y)}[L(X, Y, \lambda)] \right] )</td>
</tr>
<tr>
<td>(\lambda_{t+1} = \lambda_t + \gamma \nabla_\lambda[L(X, Y, \lambda)])</td>
</tr>
<tr>
<td>5. Increment (t = t + 1) and go to Step 2</td>
</tr>
<tr>
<td><strong>Output:</strong> (E_{s \in S}[L(X, Y, \lambda_t, \mu)(s)] ) and (\bar{\phi}(X, Y, \lambda))</td>
</tr>
</tbody>
</table>

4. Numerical Experiments

In this section, we present a numerical experiment to show the performance of our method. The case is adapted from the energy information report of Yantai and Weihai, a coastal area in China. This is one of China’s seaside resort areas, with tourism and light industry as its main features. During the past decades, large scale migration and industrial expansion have not occurred here. Thus, the total energy demand has been relatively stable. Different power generation technologies exist in the area, such as coal plants, petroleum plants, natural gas plants, nuclear plants, wind turbines, and solar thermal. We collected historical data from 2008 to 2018 on demand, cost, plants, capacity, and emissions (see Tables 3–6). In Table 3, the first column refers to the total energy demand of the area (381.471 megawatts), which is calculated according to the historical record of electricity consumption of the year 2008. All data used here are extracted from the historical documents, which will be used to verify the resulting optimal planning solution.
Table 3. Energy demand (in megawatts) of the area from 2008 to 2018.

|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|

Table 4. Energy generation (in megawatts) of the area using different technologies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>1,925,482</td>
<td>1,926,987</td>
<td>1,935,698</td>
<td>1,939,874</td>
<td>1,965,474</td>
<td>1,968,957</td>
<td>1,978,465</td>
<td>1,978,459</td>
<td>1,985,458</td>
<td>1,992,548</td>
<td></td>
</tr>
<tr>
<td>Petroleum</td>
<td>98,552</td>
<td>99,658</td>
<td>102,450</td>
<td>102,548</td>
<td>102,658</td>
<td>102,365</td>
<td>102,987</td>
<td>108,974</td>
<td>110,220</td>
<td>123,051</td>
<td>129,540</td>
</tr>
<tr>
<td>Natural gas</td>
<td>635,478</td>
<td>659,874</td>
<td>669,658</td>
<td>675,948</td>
<td>701,254</td>
<td>709,842</td>
<td>713,587</td>
<td>719,854</td>
<td>723,658</td>
<td>739,587</td>
<td>752,548</td>
</tr>
<tr>
<td>Nuclear</td>
<td>712,641</td>
<td>712,584</td>
<td>723,658</td>
<td>736,548</td>
<td>745,694</td>
<td>754,618</td>
<td>759,847</td>
<td>765,814</td>
<td>773,248</td>
<td>782,147</td>
<td>793,256</td>
</tr>
<tr>
<td>Wind turbine</td>
<td>7125</td>
<td>8426</td>
<td>8845</td>
<td>9014</td>
<td>9814</td>
<td>9921</td>
<td>10,111</td>
<td>10,954</td>
<td>11,024</td>
<td>11,984</td>
<td>12,364</td>
</tr>
<tr>
<td>Solar thermal</td>
<td>654</td>
<td>785</td>
<td>798</td>
<td>823</td>
<td>865</td>
<td>877</td>
<td>895</td>
<td>921</td>
<td>933</td>
<td>954</td>
<td>966</td>
</tr>
</tbody>
</table>

Table 5. Cost of energy (in USD) of different technologies per KWH.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>29.3</td>
<td>29.5</td>
<td>31.1</td>
<td>30.6</td>
<td>32.8</td>
<td>33.9</td>
<td>36.5</td>
<td>35.2</td>
<td>37.6</td>
<td>38.6</td>
<td>39.0</td>
</tr>
<tr>
<td>Petroleum</td>
<td>25.1</td>
<td>25.3</td>
<td>26.8</td>
<td>26.4</td>
<td>26.9</td>
<td>27.9</td>
<td>30.7</td>
<td>30.2</td>
<td>31.6</td>
<td>32.3</td>
<td>33.2</td>
</tr>
<tr>
<td>Natural gas</td>
<td>32.6</td>
<td>33.6</td>
<td>34.9</td>
<td>35.7</td>
<td>37.5</td>
<td>38.5</td>
<td>38.1</td>
<td>39.6</td>
<td>40.3</td>
<td>40.8</td>
<td>40.6</td>
</tr>
<tr>
<td>Nuclear</td>
<td>26.3</td>
<td>26.2</td>
<td>25.1</td>
<td>24.2</td>
<td>23.6</td>
<td>25.2</td>
<td>22.5</td>
<td>22.3</td>
<td>24.2</td>
<td>21.9</td>
<td>21.8</td>
</tr>
<tr>
<td>Wind turbine</td>
<td>10.1</td>
<td>10.2</td>
<td>9.9</td>
<td>9.8</td>
<td>9.6</td>
<td>9.5</td>
<td>9.5</td>
<td>9.7</td>
<td>9.5</td>
<td>9.5</td>
<td>9.5</td>
</tr>
</tbody>
</table>

Table 6. CO₂ emissions of different technologies (10⁸ t).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>5.69</td>
<td>5.87</td>
<td>5.99</td>
<td>6.25</td>
<td>6.36</td>
<td>6.78</td>
<td>7.21</td>
<td>7.56</td>
<td>7.88</td>
<td>8.30</td>
<td>8.91</td>
</tr>
<tr>
<td>Petroleum</td>
<td>2.36</td>
<td>2.55</td>
<td>2.89</td>
<td>3.21</td>
<td>3.45</td>
<td>3.98</td>
<td>4.33</td>
<td>4.51</td>
<td>4.88</td>
<td>5.02</td>
<td>5.44</td>
</tr>
<tr>
<td>Natural gas</td>
<td>1.38</td>
<td>1.65</td>
<td>1.98</td>
<td>2.22</td>
<td>2.56</td>
<td>3.68</td>
<td>3.44</td>
<td>3.59</td>
<td>3.89</td>
<td>4.22</td>
<td>5.23</td>
</tr>
</tbody>
</table>
Based on historical data, we generated scenarios based on normal distribution, considering the true value and a 10% variance higher and lower than the true value. We set the risk level as 0.95. All models were computed by Matlab R2015 on a PC with Core i5 7200 8G RAM.

Note that our solution algorithm relaxes the assumption that the exact probability of distribution should be known. Regarding Model (C), we report the convergence and gap in the following figure to show the performance. We used CPLEX, the traditional Lagrange method, and a heuristic algorithm as benchmarks. CPLEX is a well-known commercial software that is able to provide a global optimal solution with known distribution.

As shown in Figure 3, we found that the proposed algorithm in this paper can achieve increasingly accurate optimal values as the sampling size increases. The exact method (i.e., CPLEX) and classic Lagrange method can always provide a global optimal solution without depending on sample size. The gap between our learning method and the exact algorithms becomes sufficiently small when the sampling size reaches 2000. Notice that the benefit we can obtain is that the solution time is quite a bit shorter than the exact algorithms. Although the heuristic method can also provide an efficient solution, the quality of the solution is undesirable (i.e., with a relatively large gap comparing to exact methods). That is to say, our algorithm outperforms exact algorithms in reducing convergence time and the heuristics method in shrinking the gap.

We now turn to show the performance of the risk-averse model compared to the classic risk-neutral model. We first set the risk level as 0.95, and the differences of costs and emissions between the two solutions are shown in Figure 4. We observe that the total costs resulting from the risk-averse model are 8.2% greater than that from the risk-neutral model, while the CO\textsubscript{2} of the risk-averse model is 16.8% less than the risk-neutral model. This is because the risk-averse model pays more attention to reducing
CO₂ emissions using the CVaR constraints, which leads to a result of more clean energy generation facilities being deployed than in the risk-neutral model, as shown in Figure 5. As a result, total costs increase, as clean energy developments are usually more expensive than traditional technologies.

![Total costs and emissions resulting from the risk-averse and risk-neutral models.](image1)

**Figure 4.** Total costs and emissions resulting from the risk-averse and risk-neutral models.

![Number of energy generation facilities built resulting from the risk-averse and risk-neutral model.](image2)

**Figure 5.** Number of energy generation facilities built resulting from the risk-averse and risk-neutral model.

To further see the role of risk-averseness, we perform a sensitivity analysis of the risk level \( \alpha \), which indicates the risk preference of decision makers. As shown in Figure 6, with an increasing risk level (i.e., more risk-averse or conservative), the total costs grow while the CO₂ emissions reduce. This
is because a larger value of $\alpha$ indicates that the determination of the decision maker controlling the emissions is inclined to be stronger, even if the total costs increase as a result.

![Figure 6. Sensitivity analysis of risk level to total costs and CO2 emissions.](image)

Thus, the above results imply that the risk-averse model is able to provide solutions that are more friendly to the environment than risk-neutral model. This means that the risk-averse model can contribute more to reducing CO2 emissions.

5. Conclusions

To make a proper planning of multimodal energy generation technologies to meet uncertain demand, we present a risk-averse stochastic programming based on CVaR to minimize total costs control the CO2 emissions below a certain level. We have proven that our risk-averse model can be equivalent to the traditional risk-neutral model under certain conditions. Moreover, this implies that the risk-averse model can provide solutions for generating less CO2 than traditional models. To solve the resulting model efficiently, we developed an approximation algorithm based on the Lagrange primal-dual learning method. A saddle point problem can be formulated based on Lagrange duality, then the primal-dual method learning can be used to update the primal and dual variables simultaneously. We have shown that the algorithm does not need to assume that probability distribution is known a priori, and a desirable gap can be achieved by utilizing historical data.

Due to the complexity of customer and demand, we have not considered the behavior and preferences of customers, which can influence decisions in practice. This will be the direction of our future research.
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