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Abstract: To support high-level wind energy utilization, wind power prediction has become a more
and more attractive topic. To improve prediction accuracy and flexibility, joint point-interval prediction
of wind power via a stepwise procedure is studied in this paper. Firstly, time-information-granularity
(TIG) is defined for ultra-short-term wind speed prediction. Hidden features of wind speed in TIGs
are extracted via principal component analysis (PCA) and classified via adaptive affinity propagation
(ADAP) clustering. Then, Gaussian process regression (GPR) with joint point-interval estimation
ability is adopted for stepwise prediction of the wind power, including wind speed prediction and
wind turbine power curve (WTPC) modeling. Considering the sequential uncertainties of stepwise
prediction, theoretical support for an uncertainty enlargement effect is deduced. Uncertainties’
transmission from single-step or receding multi-step wind speed prediction to wind power prediction
is explained in detail. After that, normalized indexes for point-interval estimation performance are
presented for GPR parameters’ optimization via a hybrid particle swarm optimization-differential
evolution (PSO-DE) algorithm. K-fold cross validation (K-CV) is used to test the model stability.
Moreover, due to the timeliness of data-driven GPR models, an evolutionary prediction mechanism
via sliding time window is proposed to guarantee the required accuracy. Finally, measured data
from a wind farm in northern China are acquired for validation. From the simulation results, several
conclusions can be drawn: the multi-model structure has insignificant advantages for wind speed
prediction via GPR; joint point-interval prediction of wind power is realizable and very reasonable;
uncertainty enlargement exists for stepwise prediction of wind power while it is more significant after
receding multi-step prediction of wind speed; a reasonable quantification mechanism for uncertainty
is revealed and validated.

Keywords: Gaussian process regression; hybrid PSO-DE optimization; joint point-interval prediction;
stepwise prediction of wind power; ultra-short-term prediction; uncertainty transmission

1. Introduction

Nowadays, large-scale and distributed utilization of wind power has been widely developed.
In the long run, wind power generation will play an important role in the future energy structure [1]
while constantly improving its own shortcomings such as wind turbine noise impact [2–5] and wind
energy volatility. With the rapid growth of the proportion of grid-connected wind power, whether for
a large-grid or for a micro-grid, the volatility of primary wind energy is usually a concern for the safe
and economic operation of the power grid. Against this background, wind power prediction is very
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helpful to enhance our knowledge of the wind energy variation and help increase the controllability of
wind power. As a result, it has become very important for the modern wind power industry [6].

Wind power prediction can be realized with different time scales such as ultra-short-term, short-
term, medium-term and long-term, etc. Among them, short-term prediction of wind power for a
wind farm has been popularly studied [7], serving for day-ahead dispatching, pre-dispatching or
on-line dispatching. Especially, due to increasing accuracy [8], numerical weather prediction provides
more support for the power prediction of wind farms in a wide area. However, for a wind turbine
at a specific-site, the spatial scale is too small and numerical weather prediction information become
inaccurate. Considering the requirements such as optimal control of wind turbines, economic power
dispatching of wind farms and auxiliary peak/frequency modulation service, etc., the ultra-short-term
power prediction of wind turbines has attracted more and more attention. This is the main object of
study in this paper.

Due to the fact accurate numerical weather prediction information is not easily accessible for wind
turbines, stepwise prediction is very suitable, usually including wind speed prediction and WTPC
modeling. It is flexible enough to identify the accuracy of each step. In [6,9], stepwise prediction of
wind power using predicted wind speed and WTPC was clearly introduced. Nevertheless, in many
publications, wind speed prediction and WTPC modeling are studied separately.

In [10], Hu, et al., used generalized principal component analysis for the classification of wind
patterns. Support vector regression was utilized for local modeling and a switching strategy was
proposed for global short-term prediction. In [11], a time adaptive filter-based empirical mode
decomposition was used to decompose wind speed series into several intrinsic modes and global
short-term predictions were realized through assembled calculation of local models via an extreme
learning machine approach. In the above studies, short-term point prediction of wind speed was the
main concern and attention was paid to the classification of hidden wind speed patterns. Thereafter,
the randomness of wind speed is examined to yield interval predictions. In [12], an empirical wavelet
transform was employed to extract meaningful information from wind speed series and a hybrid
GPR model was built for short-term interval prediction of wind speeds. Using similar schemes,
in [13,14], variational mode decomposition was combined with relevance vector machine and low
rank multi-kernel ridge regression to realize short-term interval predictions of wind speed. However,
ultra-short-term interval prediction of wind speed hasn’t been studied. Besides, the mean square error
is always used as the objective for parameter optimization of prediction algorithms. In [15], evaluation
indexes for interval prediction performance of wind speed were defined to form a multi-objective
framework. However, the point prediction performance wasn’t involved. Then, separate optimization
of point or interval prediction performance may worsen that of the other one.

WTPC is a kind of steady-state description of the power generation characteristics of a wind turbine.
Different from the designed WTPC given by the original equipment manufacturer (OEM), the actual
data distribution of wind speed and power shows a banding shape influenced by many random
factors. Using parametric or non-parametric methods, WTPC modeling has been widely studied [16,17].
Especially, uncertainty modeling of WTPC has been paid certain attention. In [18,19], using Gaussian
and conditional kernel density estimation, respectively, joint probability distributions of wind speed
and power were established, whereas only point estimation of WTPC was discussed. In [20,21],
Bai, et al., adopted conditional copula to establish the joint probability distribution of wind speed
and power, where only interval estimation of WTPC was discussed. In [22], fuzzy cluster, BP neural
network and Monte-Carlo algorithms were compared to obtain probabilistic WTPC models. According
to these references, joint point-interval estimation of WTPC has not been clearly claimed. Furthermore,
the relationship between point and interval estimation has not been revealed. Meanwhile, how to
evaluate and optimize the joint point-interval estimation performance still lacks relevant research.

Affected by stochastic wind energy and complex interference factors, uncertainty prediction of
wind power is necessary [23,24]. If a stepwise procedure is executed, how to deal with the sequential
uncertainties of wind speed prediction and WTPC modeling is a critical question. In [25], Liu, et al.,
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studied interval prediction of wind power for a wind farm considering the uncertainty of wind speed
prediction via ARMA-GARCH and the operation probability of wind turbines. It suggested the
necessity of considering sequential uncertainties for wind power prediction. However, it is different
from the ultra-short-term prediction of wind power for a wind turbine where both the uncertainties of
wind speed prediction and WTPC modeling need to be considered.

Comparing different interval modeling methods, two classes can be obtained. One class is based
on conditional probability distribution of output against inputs where regression values in view of
conditional expectation and boundaries under certain confidence degree can be obtained. The methods
such as conditional kernel density estimation, conditional copula, GPR and relevant vector machine
belong to this class, where point and interval estimation can be jointly realized. The other class is based
on conditional probability of prediction error against predicted values using normal point regression
algorithms. Confidence boundaries of prediction error can be also yielded [26,27]. Under different
application scenarios such as single-step or multi-step prediction of wind power, appropriate method
should be selected to get reasonable description form of interval prediction.

Considering the feasibility of ultra-short-term wind power prediction via a stepwise procedure,
GPR is chosen as the main algorithm for wind speed prediction and WTPC modeling. On this basis,
the main contributions of this paper may be listed as follows:

• The concept of TIG is defined to build an input-output matrix for ultra-short-term wind speed
prediction. A PCA-clustering scheme is proposed to extract hidden wind patterns in TIGs.

• Joint point-interval prediction of wind power is clearly claimed and studied via GPR. Theoretical
support for uncertainty enlargement due to sequential uncertainties during stepwise procedure
is deduced.

• Normalized and comprehensive evaluation indexes for joint point-interval estimation performance
are defined systematically. Hybrid PSO-DE algorithm and K-CV method are used to obtain better
and more stable performance.

• After single-step or receding multi-step wind speed prediction, uncertainty enlargement effects
during stepwise wind power prediction is revealed and validated using parametric and
non-parametric interval modeling methods.

The rest of the paper is organized as follows: Section 2 presents the establishment of a multi-model
structure for wind speed prediction. Section 3 completely proposes the joint point-interval prediction
of wind power via stepwise procedure. Section 4 defines normalized and comprehensive evaluation
indexes for joint point-interval prediction of wind power while evolutionary updating mechanism is
raised. Simulation and analysis are executed in Section 5. Section 6 concludes the paper.

2. Establishment of Multi-Model Structure for Wind Speed Prediction

2.1. Formation of Input-Ouput Matrix

To realize receding wind power prediction of a single wind turbine, a stepwise procedure is
adopted in this paper, including receding wind speed prediction and WTPC modeling. We set the
sampling period as TV and split the wind speed time series into many segments, where a segment is
defined by Vi = [vi1, vi2, . . . , vij, . . . , vin] = [vi(k), vi(k + 1), . . . , vi(k + j), . . . , vi(k + n − 1)] where Vi+1 =

[vi(k + s), vi(k + 1 + s), . . . , vi(k + j + s), . . . , vi(k + n − 1 + s)] (1 ≤ s ≤ n). Different values of s mean
different ways of sampling the data. Vi is the i-th wind speed segment with n elements sequentially
distributed along n time instants. Vi is a TIG in time-domain space. Assume m segments can be
obtained, making up the following matrix V.
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V = [V1, V2, · · · , Vi, · · · , Vr]
T =



v11 v12 · · · v1 j · · · v1n
v21 v22 · · · v2 j · · · v2n

...
...

...
...

...
...

vi1 vi2 · · · vi j · · · vin
...

...
...

...
...

...
vr1 vr2 · · · vrj · · · vrn


(1)

For V , rows are seen as r repetitions. Columns from 1 to (n − 1) are seen as inputs, shown by Vi,In
= [vi1, vi2, . . . , vij, . . . , vin−1]. The n-th column is seen as output, shown by Vi,Out = vin (i = 1, 2, . . . , r; j
= 1, 2, . . . , n). As a result, for receding wind speed prediction, V is the input-output matrix. Relatively,
WTPC modeling is independent of receding prediction of wind speed. Only wind speed and power
data are needed as the input and output of WTPC modeling.

2.2. Feature Extraction of Hidden Wind Speed Patterns

For a wind turbine at a specific site, the wind conditions may change with the seasons,
wind directions and spatial terrains. It is intuitive that prediction accuracy may be raised under the
same wind conditions. However, it is not certain for different prediction algorithms. In this subsection,
wind speed is used to represent wind conditions and hidden wind speed patterns are extracted.

Using TIGs of wind speed, PCA [28] is an effective post-processing manner to extract features
of TIGs and to form feature-information-granules. It is convenient for dimensionality reduction
of high-dimensional data via a statistical procedure. Then, noise and unimportant features can be
removed to enhance the calculation efficiency. It uses an orthogonal transformation to convert a set
of observations of possibly correlated variables into a set of values of linearly uncorrelated variables
called principal components where the first principal component has the largest possible variance and
each succeeding component in turn has the highest variance possible under the constraint that it is
orthogonal to the preceding components. Each component vector is a linear combination of input
variables and all component vectors form an uncorrelated orthogonal basis set.

Based on Equation (1), we remove the column mean values of V and it becomes a column-wise
zero empirical mean. Then, PCA is executed and p new features can be obtained where xil = ω1l·vi1 +

ω2l·vi2 + . . . + ωjl·vij + . . . + ωnl·vin = ωl·Vi
T(ωl = [ω1l, ω2l, . . . , ωjl, . . . , ωnl]; l = 1, 2, . . . , h). As a result,

feature matrix can be represented as follows:

X = [X1, X2, · · · , Xl, · · · , Xh]
T

=



x11 x12 · · · x1l · · · x1h
x21 x22 · · · x2l · · · x2h

...
...

...
...

...
...

xi1 xi2 · · · xil · · · xih
...

...
...

...
...

...
xr1 xr2 · · · xrl · · · xrh


=



ω1VT
1 ω2VT

1 · · · ωlVT
1 · · · ωhVT

1
ω1VT

2 ω2VT
2 · · · ωlVT

2 · · · ωhVT
2

...
...

...
...

...
...

ω1VT
i ω2VT

i · · · ωlVT
i · · · ωhVT

i
...

...
...

...
...

...
ω1VT

r ω2VT
r · · · ωlVT

r · · · ωhVT
r


(2)

If n is chosen to be much bigger than h, the dimensionality reduction effect becomes obvious.
This provides good convenience for the subsequent calculation.

2.3. Classification of Extracted Features via Clustering

Extracted features represent the main hidden information in TIGs. To classify them, an adaptive
classification strategy via clustering is presented here. Firstly, unsupervised clustering algorithms
such as K-medoids clustering, fuzzy C-means (FCM) clustering, Gaussian-mixture-model (GMM)
clustering and ADAP clustering, are adopted and compared. Secondly, to evaluate clustering effects,
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the silhouette coefficient is used considering inter-cluster and intra-cluster effects which has better and
more balanced evaluation performance than other evaluation indexes such as Davies-Bouldin index
and Dunn-Validity index. The silhouette coefficient range is [−1,1] and it measures how similar an
object is to its own cluster compared to other clusters. A high value suggests that the object is well
suited to its own cluster and poorly suited to the neighboring clusters.

Silhouette coefficients can be calculated with any distance metric including Euclidean distance
and Manhattan distance, etc. Define dintra(ui) as average distance between point ui and all other points
within the same cluster. Define dintel(ui) as average distance between point ui and all points in any
other cluster. Then, the silhouette coefficient [29] is calculated by:

Silhouette =
dintel(ui) − dintra(ui)

max
{
dintra(ui), dintel(ui)

} (3)

where the value close to 1 means that the point is appropriately clustered; the value close to −1 means
that the point would be more appropriately clustered in its neighbouring cluster; a zero value means
that the point is on the border of two clusters. Using the silhouette coefficient, the effects of different
clustering algorithms can be evaluated and even optimized by the intelligent evolutionary algorithms
such as genetic algorithm (GA), PSO and DE algorithms. Finally, wind speed TIGs can be classified via
clustering. Besides, new input TIGs can also be classified into reasonable clusters via the silhouette
coefficient. It provides a judgment for model switching under a multi-model structure.

Overall, as shown in Figure 1, the classification scheme of hidden wind speed patterns is wholly
proposed to establish multi-model structure for receding wind speed prediction.
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3. Joint Point-Interval Prediction of Wind Power via Stepwise Procedure

3.1. Joint Point-Interval Modeling

Stepwise prediction of wind power includes wind speed prediction and WTPC modeling. Herein,
each step is taken as a joint point-interval modeling process. For regression algorithms such as artificial
neural network (ANN), support vector machine (SVM), GPR and RVM, the point output is usually
the conditional expectation of inputs. To realize joint point-interval modeling, not only conditional
expectation but also conditional probability are needed where GPR is capable to fulfill this task.

GPR is a supervised method for regression and probabilistic prediction. Based on measured
data, nonparametric kernel-based probabilistic models can be built. Computing empirical confidence
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intervals is an advantage of GPR. Assume the measured training data set {(ai, bi); i = 1, 2, . . . , nTrai}
where ai∈Rc and bi∈R. Estimation of bi can be represented by [26]:

b̂ = f (a) + ε = f (a) + N
(
0, σ2I

)
(4)

where ε is noise assumed to be independent normal distribution with variance σ2. f (a) can be seen as
a feature space in form f (a) = φ(a)Tα where φ(a) is basis function and α is coefficients. f (a) is also a
Gaussian process defined as follows [30]:

f (a) ∼ GP(m(a), Cov( f (a), f (a′)))
with m(a) = E[ f (a)]

Cov( f (a), f (a′)) = E[( f (a) −m(a))( f (a′) −m(a′))] = K(a, a′)
(5)

where a and a′ are any two points in Rc; K(•) is the chosen kernel function. From Equation (5), it suggests
that each observation in a is normal distribution and joint probability distribution of observations in a
is a multivariate normal distribution due to every finite linear combination of these observations are
still normal distribution. Meanwhile, estimated output of Equation (4) is also a normal distribution
which can be represented by [30]:

b̂ ∼ GP
(
m(a), Cov( f (a), f (a′)) + σ2I

)
= GP

(
m(a), K(a, a′) + σ2I

)
(6)

Assume testing input data are a*. Then, testing output and training output form the following
joint normal distribution [26]:[

b̂
b̂∗

]
∼ N

(
0,

[
K(a, a′) + σ2I K(a, a∗)

K(a∗, a) K(a∗, a∗)

])
(7)

As a result, regression values of testing inputs, conditional expectation of b̂∗ under (a, b̂, a*), can be
calculated by [30]:

b̂∗
∣∣∣a, b̂, a∗ ∼ pro

(
b̂∗

∣∣∣a, b̂, a∗
)
= N

(
b̂∗

∣∣∣a, f (a), σ2I, a∗
)
= N

(
m∗, cov

(
b̂∗

))
with m∗ = E

[
b̂∗

∣∣∣a, f (a), σ2I, a∗
]
= K(a∗, a)

(
K(a, a′) + σ2I

)−1
b̂

cov
(
b̂∗

)
= K(a∗, a∗) −K(a∗, a)

(
K(a, a′) + σ2I

)−1
K(a, a∗)

(8)

where cov(•) is a covariance vector of b̂∗ under (a, b̂, a*). In Equation (8), m* is regression output.
Based on the covariance vector, conditional probability distribution of output can also be obtained.
Thus, GPR can be directly used for joint point-interval modeling. The whole procedure is shown in
Figure 2.
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3.2. Sequential Uncertainties of Stepwise Procedure Based on Single-Step Prediction of Wind Speed

Using stepwise procedure, wind speed prediction and WTPC modeling are carried out separately
via GPR. From Equation (1), we assume the training and testing data are (VIn, VOut) and (VIn*, VOut*)
for GPR modeling of wind speed prediction. Then, testing output VOut* is represented by:

V∗Out

∣∣∣VIn, VOut, V∗In ∼ pro
(
V∗Out

∣∣∣VIn, VOut, V∗In
)

(9)

where for details of the calculation one can refer to Equation (8). Uncertainties transmission during
single-step wind speed prediction is shown in Figure 3a. Point and interval predictions of wind speed
at sequential time points composes new inputs to WTPC model.

Energies 2019, 12, x FOR PEER REVIEW 7 of 21 

 

3.2. Sequential Uncertainties of Stepwise Procedure Based on Single-step Prediction of Wind Speed 

Using stepwise procedure, wind speed prediction and WTPC modeling are carried out 
separately via GPR. From Equation (1), we assume the training and testing data are (VIn, VOut) and 
(VIn*, VOut*) for GPR modeling of wind speed prediction. Then, testing output VOut* is represented by:  

( )* * * *Out In Out In Out In Out In, , ~ , ,V V V V pro V V V V  (9) 

where for details of the calculation one can refer to Equation (8). Uncertainties transmission during 
single-step wind speed prediction is shown in Figure 3a. Point and interval predictions of wind speed 
at sequential time points composes new inputs to WTPC model. 

 
(a) Uncertainties transmission after single-step wind speed prediction 

 
(b) Uncertainties transmission after receding multi-step wind speed prediction 

Figure 3. Diagram of uncertainties transmission during wind power prediction. 

For WTPC modeling, input and output are wind speed V and active power PAct. Assume training 
and testing data are (V, PAct) and (V*, PAct*) for GPR modeling of WTPC. Then, the testing output of 
PAct* is represented by: 

( )* * * *Act Act Act Act, , ~ , ,P V P V pro P V P V  (10) 

For stepwise prediction based on single-step prediction of wind speed, results of wind speed 
prediction are input of WTPC model where V = VOut. Due to the fact equations (9) and (10) are both 
normal distributions, the final output of PAct* can also be shown as: 

( ) ( ) ( )* * * * * * *Act Act Out In Out In Act Act Out In Out In, , , , , , , , ,pro P V P V pro V V V V pro P V P V V V V⋅ =  (11) 

where V* = Vout*. From Equation (11), the final output reflects the enlargement effect of sequential 
uncertainties at each step. As a result, confidence intervals of WTPC output are also enlarged, as 
shown in Figure 3a. To obtain the required results, the uncertainty of each step can be adjusted 
separately. 

3.3. Sequential Uncertainties of Stepwise Procedure Based on Receding Multi-Step Prediction of Wind Speed 

Figure 3. Diagram of uncertainties transmission during wind power prediction.

For WTPC modeling, input and output are wind speed V and active power PAct. Assume training
and testing data are (V, PAct) and (V*, PAct*) for GPR modeling of WTPC. Then, the testing output of
PAct* is represented by:

P∗Act|V, PAct, V∗ ∼ pro
(
P∗Act|V, PAct, V∗

)
(10)

For stepwise prediction based on single-step prediction of wind speed, results of wind speed
prediction are input of WTPC model where V = VOut. Due to the fact Equations (9) and (10) are both
normal distributions, the final output of PAct* can also be shown as:

pro
(
P∗Act|V, PAct, V∗

)
· pro

(
V∗Out

∣∣∣VIn, VOut, V∗In
)
= pro

(
P∗Act

∣∣∣V, PAct, V∗Out, VIn, VOut, V∗In
)

(11)

where V* = Vout*. From Equation (11), the final output reflects the enlargement effect of sequential
uncertainties at each step. As a result, confidence intervals of WTPC output are also enlarged, as shown
in Figure 3a. To obtain the required results, the uncertainty of each step can be adjusted separately.
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3.3. Sequential Uncertainties of Stepwise Procedure Based on Receding Multi-Step Prediction of Wind Speed

GPR is a single-step prediction method. If multi-step prediction is needed, receding wind speed
prediction should be executed, where the predicted value v*(k + T + 1) at current time k + T + 1
is used as input for the prediction at next time k + T + 2. In this case, the uncertainties of point
and interval prediction at the current time are also passed to the next time. Then, how to quantify
the transferred uncertainties during receding multi-step prediction is a critical problem. Of course,
if receding predictions are input to WTPC model, the predicted power also succeeds these uncertainties,
shown in Figure 3b.

At each step of receding wind speed prediction, the relationship between input and output
is variable. Thus, joint point-interval prediction at different times will yield different results.
This suggests that only the statistical results at each prediction step will be meaningful. Instead
of obtaining joint point-interval predictions by GPR, confidence intervals of prediction errors are
used to describe uncertainties at each prediction step. Herein, KDE and Gaussian methods are
compared to calculate confidence intervals of prediction errors at different receding steps. Using KDE,
non-parametric probability distribution can be obtained according to prediction error distribution
at each step. Using Gaussian method, parametric probability distribution can be obtained where
Gaussian distribution is assumed at each step. They are both adopted to validate that their confidence
intervals of prediction errors at each step have great similarity.

4. Evolutionary Prediction Mechanism

4.1. Prediction Performance Evaluation

Regarding joint point-interval prediction, how to evaluate or optimize prediction performance
and how to guarantee timeliness of models, are still problems to be solved in this section.

For point prediction of wind speed or power, error-based indexes such as mean absolute error
(MAE), root mean square error (RMSE) and their deformations, etc., are usually used for evaluation.
For interval prediction, indexes such as prediction intervals coverage probability (PICP), coverage
error (CE) and prediction intervals average width (PIAW), etc., are usually used [15,31].

In essence, confidence intervals, output by GPR, are again the conditional probability input. Thus,
PICP and CE indexes need to be calculated for certain input. Through dividing range of input into
bins, they can also be calculated for certain bin. Assume the required confidence against the l-th input
bin is α, PICP in this bin is defined as follows:

PICP(α)(l) =
1

Np(l)

Np(l)∑
i=1

κ
(α)
i (12)

where Np(l) is number of points falling into confidence intervals with required confidence α against the
l-th input bin. κi

(α)(l) is an indicative function for the i-th point (if this point falls into the confidence
interval, κi

(α) = 1; otherwise κi
(α) = 0). Then, CE of confidence interval against the l-th input bin is:

CE(α)(l) = PICP(α)(l) − α (13)

For wind speed prediction by GPR, partition of input bins may be roughly realized by clustering.
For WTPC modeling by GPR, partition of input bins mainly refers to wind speed range. However,
in actual execution, input data are non-uniform and calculation of Equations (12) and (13) is inaccurate
and complex. When cj/gj→1 (cj, gj are arbitrary positive integers), the following equation exists:

lim
c j/g j→1

c1

g1
+

c2

g2
+ · · ·+

ci
gi

+ · · ·+
cq

gq
= lim

c j/g j→1

c1 + c2 + · · ·+ ci + · · ·+ cq

g1 + g2 + · · ·+ gi + · · ·+ gq
= 1 (14)
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According to Equation (14), PICP and CE indexes under different input bins have the same limit
with that directly calculated in the intervals under the whole input range. It is easy to be executed,
defined by:

MPICP(α) =
1

Np

Np∑
i=1

κ
(α)
i (15)

MCE(α) = MPICP(α)
− α (16)

where MPICP and MCE are the mixed statistics of PICP and MCE, respectively. Np is total number of
predicted points. Especially, for a higher confidence degree approaching 1, limits of Equations (12) and
(15), Equations (13) and (16) approach closer with each other according to Equation (14). In this paper,
MPICP and MCE indexes are adopted in actual execution. Besides, PIAW is defined by:

PIAW(α) =
1

Np

Np∑
i=1

(
U(α)

i − L(α)
i

)
(17)

where Ui
(α) and Li

(α) are upper and lower intervals for the i-th point.
In order to comprehensively evaluate the performance of joint point-interval prediction,

weighted-index (WI) are proposed as follows:

WI(α) = λ1NRMSE + λ2NMCE(α) + λ3NPIAW(α) (18)

where λ* represents the weight. NRMSE, NMCE and NPIAW are normalization of RMSE, MCE and
PIAW, defined as follows:

NRMSE =

√
mean(ŷi − yi)

2

mean(yi)
(19)

NMCE =
MCE
α

(20)

NPIAW =
PIAW
Wset

(21)

where mean(*) represents average value. Wset represents pre-setted interval width.

4.2. Optimal Modeling, Corss Validation and Sliding Updation of Prediction Models

Using WI as optimization target, the GPR model may be optimized to obtain a more balanced
performance. Herein, a hybrid PSO-DE algorithm is used. Based on the standard PSO and DE
algorithms, the steps of the hybrid PSO-DE algorithm [32] are shown in Figure 4. Assume the
maximum iterations of PSO and DE algorithms are Ipso and Ide. In the early stage, PSO is executed
until the iteration times exceed Ipso/2. Then, new particles with the number of 20% of the initial
population size are generated in the neighborhood of obtained optimal position. Following this
step, the DE algorithm is executed for the newly generated particles until the iteration times exceed
Ide. The optimal solutions obtained by DE is then evaluated by the fitness function of PSO. Nested
execution of DE can be repeated during execution of PSO until iteration times of PSO exceed Ipso and
then the PSO-DE algorithm terminates. This hybrid algorithm combines the fast global convergence of
PSO and the high-precision search ability of DE. Thus, the optimizing efficiency and accuracy can be
greatly improved.
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Due to the fact the GPR model is built using historical data from a past certain period, its timeliness
also depends on these data. Thus, a non-negligible question is the timeliness of the data-based model.
It needs to be updated in time. Herein, a sliding-time-window is adopted where the database for
modeling is incrementally updated with a certain time window. As a result, GPR models are also
regularly updated in time. Trigger mechanism of model updating can be event-driven by monitoring
of WI or time-driven by sliding-time-window.
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5. Simulations

Based on the data from the supervisory control and data acquisition (SCADA) system of a
wind farm located in northern China, wind speed and power data are acquired and preprocessed
for prediction. In the wind farm, 1.5 megawatt wind turbines with variable-speed variable-pitch
ability are mainly used. The sampling period of the data is 15 min, which is also the time interval of
single-step prediction.

5.1. Decision of TIG Length for Wind Speed Prediction

TIG length predetermines the input dimensions of GPR. Herein, single-step prediction of wind
speed using different TIG lengths are tested to select an appropriate length. We arbitrarily choose wind
speed data with a sampling period of 15 min. Two thousand (2000) data points are randomly selected
for training (1600 points) and testing (400 points). Besides, for GPR modeling, type of basis-function is
pure quadratic and the type of kernel-function is square exponential, defined as follows:

K
(
zi, z j

)
= σ2

f exp

−1
2

(
zi − z j

)T(
zi − z j

)
σ2

l

 (22)

where σl is the characteristic length scale. σf is the signal standard deviation. Mean square error (MSE)
is used for optimization the parameters such as σ, σl and σf . Indexes such as NRMSE, NMACE, NPIAW
and WI are used for evaluation where weights are all 1/3, as shown in Table 1.

Two samples are randomly selected for testing under each TIG length. From Table 1, NMACE
varies obviously while the indexes of NRMSE and NPIAW perform relatively stable. When the TIG
length is greater than or equal to 6, their WIs become stable at the same bound level. To avoid
unnecessary computational burden, 6 is selected as the TIG length in this paper.

Table 1. Testing of TIG length.

TIG Length Random Samples
Optimized Parameters Performance Indexes

σ σl σf NRMSE NMACE NPIAW WI

2
L2-1 1.1564 0.09192 0.00169 0.1468 0.00526 0.4533 0.2018
L2-2 1.1560 0.07273 0.10779 0.1452 0.01053 0.4549 0.2035

3
L3-1 1.0806 3.9444 0.000956 0.1613 0.04474 0.4236 0.2099
L3-2 1.0850 83.1602 0.000781 0.1619 0.02105 0.4253 0.2027

4
L4-1 1.0740 536.06 0.000851 0.1430 0.00526 0.4210 0.1897
L4-2 1.0694 0.91602 0.08969 0.1430 0.00789 0.4204 0.1904

5
L5-1 1.0426 119.52 0.000734 0.1552 0.03158 0.4087 0.1985
L5-2 1.0607 1179.44 0.000895 0.1481 0.01052 0.4158 0.1915

6
L6-1 1.2150 873.459 0.000783 0.1494 0.00789 0.4763 0.2112
L6-2 1.2190 204.195 0.000865 0.1506 0.00789 0.4778 0.2121

7
L7-1 1.2311 28.9316 0.000918 0.1570 0.01053 0.4826 0.2167
L7-2 1.0223 0.8123 0.7536 0.1510 0.01053 0.4798 0.2138

8
L8-1 0.5993 0.70918 1.041235 0.1663 0.03421 0.4408 0.2138
L8-2 0.8865 1.1093 0.8553 0.1597 0.03157 0.4429 0.2114

9
L9-1 1.2181 6.3960 0.000851 0.1536 0.00789 0.4775 0.2130
L9-2 1.2093 380.198 0.000758 0.1603 0.02368 0.4740 0.2193

10
L10-1 1.2253 29.1164 0.000759 0.1554 0.00789 0.4803 0.2145
L10-2 1.2280 2.01771 0.184676 0.1448 0.01842 0.4856 0.2163

5.2. Necessity of Comprehensive Optimization Based on WI

Normally, the parameters of GPR are optimized using MSE of point prediction as the objective.
This doesn’t consider interval performance. In extreme cases, excessively optimizing MSE may cause
performance deterioration of the interval prediction. Thus, in this subsection, different objectives are
tested for wind speed prediction and WTPC modeling using GPR where PSO-DE is adopted.
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For wind speed prediction via GPR, testing results are shown in Table 2 and Figure 6. In Figure 6,
‘Estimated 1’, ‘Upper 1’ and ‘Lower 1’ are results using WI as objective. ‘Estimated 2’, ‘Upper 2’
and ‘Lower 2’ are results using MSE as objective. Just using MSE as optimization objective, its point
prediction index, NRMSE, is very close with that of WI. However, their interval prediction indexes,
NMACE and NPIAW are distinguished from each other greatly. As a result, their WIs are also different.
These results reflect a truth that using WI as objective is necessary for parameter optimization of
GPR when predicting wind speed. Of course, lower boundaries in Figure 6 are retained to show
interval modeling effect of WTPC from a statistical view. In actual, physical boundaries of wind speed
should be considered. Usually, zero line is the lower physical boundary of wind speed whereas upper
boundary of GPR fulfills its physical meaning.

Table 2. Testing of wind speed prediction using different objectives.

Random
Samples

Optimization
Objective

Optimized Parameters Performance Indexes

σ σl σf NRMSE NMACE NPIAW WI

(780, 6) WI 2.0798 166.27 284.98 0.1295 0.0122 0.7598 0.3005
MSE 6.8617 27.977 0.000996 0.1290 0.0526 2.6897 0.9571
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Figure 6. Comparison of wind speed prediction using different objectives.

For WTPC modeling via GPR, testing results are shown in Table 3, Figures 7 and 8. In Figures 7
and 8, ‘Estimated 1’, ‘Upper 1’ and ‘Lower 1’ are results using WI as objective. ‘Estimated 2’, ‘Upper 2’
and ‘Lower 2’ are results using MSE as objective. It can be found that taking MSE or WI as objective has
very little influence on modeling performance. Moreover, the two objectives have very close modeling
effects, including both the point and interval indexes. Thus, it is unnecessary to distinguish the usage
of MSE and WI for parameter optimization of WTPC modeling via GPR. In Figure 7, wind power
exceeding cut-in wind speed 3 m/s is shown. In Figure 8, physical boundaries of wind power should
be also paid attention where zero line is the lower physical boundary whereas upper boundary of GPR
fulfills its physical meaning.

Table 3. Testing of WTPC modeling using different objectives.

Random
Samples

Optimization
Objective

Optimization Parameters Performance Indexes

σ σl σf NRMSE NMACE NPIAW WI

(1370, 2) WI 133.2455 1.9152 143.2515 0.2189 0.0050 0.2651 0.1620
MSE 138.33 1.9146 143.0111 0.2189 0.0050 0.2721 0.1653

(3423, 2) WI 143.3569 2.3008 152.1538 0.2626 0.0142 0.2814 0.1860
MSE 167.4033 2.5602 165.6770 0.2625 0.0142 0.3285 0.2017
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5.3. Establishment and Testing of Multi-Model Structure via PCA-Clustering Scheme

Intuitively, partition of wind speed patterns can raise prediction accuracy of wind speed. However,
under the Bayesian framework of GPR, it will be seriously tested in this subsection. To identify the
hidden wind speed patterns effectively, PCA-clustering strategy is presented. Herein, the total size of
the data sample is (6300, 6) where the input is five dimensional and the output is one dimensional.
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After feature extraction, three dominant features are used for clustering, where K-medoids, ADAP,
FCM and GMM clustering methods are compared. The results are shown in Table 4 using the silhouette
coefficient as evaluation index. Concerning consumed time, K-medoids, FCM and GMM performs well,
whereas ADAP is very time consuming. When the cluster number equals 2, all methods have similar
silhouette coefficients. However, the data uniformities of the clusters are different. For K-medoids,
FCM and GMM methods, data points of the two clusters are 641|5659, 597|5703, 1082|5218 and 2066|4234,
respectively. In contrast, though ADAP is time consuming, it has a better silhouette coefficient and
data uniformity. Thus, the data by ADAP with two clusters is utilized for sequential research, shown in
Figure 9. Lines of quartile for each cluster clearly divide the data samples. It provides good foundation
for establishment of a multi-model structure.

Table 4. Comparison of different clustering methods.

Methods K-medoids ADAP

Index 2 clusters 3 clusters 4 clusters 5 clusters 6 clusters 2 clusters 3 clusters
Silhouette 0.7220 0.3473 0.3575 0.2588 0.2153 0.7799 0.6525

Time <20 s Quick >10000 s Slow

Methods FCM GMM

Index 2 clusters 3 clusters 4 clusters 5 clusters 2 clusters 3 clusters 4 clusters
Silhouette 0.7293 0.3184 0.2679 0.2147 0.5680 0.2063 0.0785

Time <10 s Quick <10 s Quick
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Taking WI as objective, a comparison of different data samples is shown in Table 5 and Figure 10,
where five-fold cross validation is adopted to show the effectiveness of the GPR models. Analyzing the
input data patterns in Figure 9, the variation of the data of cluster-2 is stronger than that of the data of
cluster-1. This explains, according to RMSE, NMACE and NPIAW, why he GPR model based on the
data of cluster-2 performs worse than that based on the data of cluster-1. Due to the fact NRMSE is
normalized by the mean value of output in Equation (19), it also explains that why the NRMSE values
of cluster-2 are smaller than those of cluster-1. In contrast, the indexes of the GPR model based on total
data samples are a compromise between that based on the data of cluster-1 and cluster-2.

The testing results suggest a truth, namely that that partition of wind speed patterns is uncertain
to raise wind speed prediction accuracy for GPR modeling under a Bayesian framework. Regression
and interval prediction by GPR is based on posterior probability of historical and new input data.
It is highly dependent on distribution of the input data. In summary, for wind speed prediction
by GPR, a multi-model structure doesn’t offer a significant improvement and its establishment may
be unnecessary.
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Table 5. Performance of different data samples by five-fold cross validation.

Random
Samples Times

Optimization Parameters Performance Indexes

σ σl σf RMSE NRMSE NMACE NPIAW WI

Cluster-1
(4234,6)

1 0.7219 1.1268 0.3520 0.6325 0.3818 0.025258 0.2869 0.2313
2 0.6064 0.3655 0.5584 0.6588 0.3742 0.005350 0.2796 0.2197
3 0.6294 1.0015 0.3658 0.6698 0.3647 0.000373 0.2519 0.2057
4 0.6101 0.4217 0.3471 0.8464 0.4484 0.010825 0.2578 0.2390
5 0.6829 1.8947 0.4298 0.7931 0.3336 0.000871 0.2698 0.2014

Cluster-2
(2066,6)

1 1.0193 1.9435 1.5418 1.2576 0.2735 0.011852 0.4446 0.2433
2 0.9857 1.9320 1.6313 1.1745 0.2803 0.003441 0.4245 0.2360
3 1.0269 2.1178 1.4200 1.4358 0.2832 0.011087 0.4384 0.2442
4 0.8811 1.4874 1.3745 1.2065 0.3518 0.041672 0.3954 0.2630
5 0.9822 1.7217 1.6009 1.2893 0.2695 0.018733 0.4370 0.2417

Total
(6300,6)

1 0.8342 2.3355 1.8551 0.8451 0.3202 0.004177 0.3443 0.2229
2 0.6184 0.5578 0.9751 0.8724 0.3235 0.010025 0.3086 0.2140
3 0.7938 2.0179 1.5322 0.9158 0.3033 0.014202 0.3263 0.2146
4 0.7384 2.1607 1.7623 0.9053 0.4066 0.005848 0.3045 0.2390
5 0.8454 2.4428 1.5523 1.0933 0.3669 0.000835 0.3436 0.2371
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Figure 10. Prediction output of wind speed via GPR models based on different data types.

5.4. Wind Power Predcition Based on Single-Step Wind Speed Prediction Considering Sequential Uncertainties

Using the GPR model of single-step wind speed prediction in Figure 10c and the new WTPC
model, their sequential uncertainties for wind power prediction is studied in this subsection. Herein,
6377 data pairs of wind speed-power are adopted for WTPC modeling. As shown in Figure 11,
NRMSE, NMACE, NPIAW and WI of the final WTPC model via GPR are 0.2567, 0.007074, 0.2804 and
0.1813, respectively.

Energies 2019, 12, x FOR PEER REVIEW 16 of 21 

 

Figure 10. Cont. 

 
(c) Total data 

Figure 10. Prediction output of wind speed via GPR models based on different data types. 

5.4. Wind Power Predcition Based on Single-Step Wind Speed Prediction Considering Sequential 
Uncertainties 

Using the GPR model of single-step wind speed prediction in Figure 10c and the new WTPC 
model, their sequential uncertainties for wind power prediction is studied in this subsection. Herein, 
6377 data pairs of wind speed-power are adopted for WTPC modeling. As shown in Figure 11, 
NRMSE, NMACE, NPIAW and WI of the final WTPC model via GPR are 0.2567, 0.007074, 0.2804 and 
0.1813, respectively. 

 
Figure 11. WTPC model via GPR. 

Considering the sequential uncertainties of wind speed prediction and WTPC modeling, the 
output of a single-step wind power prediction is shown in Figure 12. Calculating the conditional 
probability distribution of the output error against the estimated power using the KDE and Gaussian 
methods, their confidence intervals under confidence 0.95 are also shown in Figure 12. Gaussian is a 
parametric method for estimating confidence interval while KDE is a non-parametric method for that. 
Evaluation indexes for interval prediction performances, such as NMACE, NPIAW and WI, of them 
are shown in Table 6. It can be found that the confidence interval of GPR is very similar with that of 
KDE and Gaussian. In Figure 12, the upper and lower boundaries of these methods are directly 
shown from a statistical viewpoint to display the modeling effects while physical boundaries of wind 
power should be considered in actuality. 

200 210 220 230 240 250 260 270 280 290 300
Number of points

-2

0

2

4

6

8

10

12

14

16

W
in

d 
sp

ee
d/

(m
/s

)

Measured
Estimated
Upper boundary
Lower boundary

Lower physical boundary

W
in

d 
po

w
er

/(k
W

)

Figure 11. WTPC model via GPR.

Considering the sequential uncertainties of wind speed prediction and WTPC modeling, the output
of a single-step wind power prediction is shown in Figure 12. Calculating the conditional probability
distribution of the output error against the estimated power using the KDE and Gaussian methods,
their confidence intervals under confidence 0.95 are also shown in Figure 12. Gaussian is a parametric
method for estimating confidence interval while KDE is a non-parametric method for that. Evaluation
indexes for interval prediction performances, such as NMACE, NPIAW and WI, of them are shown
in Table 6. It can be found that the confidence interval of GPR is very similar with that of KDE and
Gaussian. In Figure 12, the upper and lower boundaries of these methods are directly shown from a
statistical viewpoint to display the modeling effects while physical boundaries of wind power should
be considered in actuality.
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Figure 12. Single-step wind power prediction considering sequential uncertainties.

Table 6. Comparison of interval prediction performance via different methods.

Methods
Performance Indexes

NMACE NPIAW

GPR 0.0312 0.6068
Gaussian 0.0259 0.5794

KDE 0.0456 0.5838

In summary, the above simulation results reflects a truth that the sequential uncertainties of wind
speed prediction and WTPC modeling is perfectly validated. In the future, if a stepwise procedure is
adopted for the wind power prediction of wind turbines, the accuracy of each step can be monitored
and improved to guarantee a good final accuracy.

5.5. Wind Power Predcition Based on Multi-Step Wind Speed Prediction Considering Sequential Uncertainties

Different from the single-step prediction, multi-step wind speed prediction is discussed in
this subsection. In this case, the uncertainties during multi-step prediction need to be considered.
As introduced in Section 3.3, only the statistics of the output error at each step are meaningful. Firstly,
uncertainties transmission during ten-step wind speed prediction are shown in Table 7 and Figure 13,
where the KDE and Gaussian methods are adopted to calculate the mean value and confidence intervals
(with confidence 0.95) of the prediction error. All the statistical values of the KDE and Gaussian
methods show the enlargement effects of receding steps during the ten-step wind speed prediction.

Table 7. Error statistic of receding ten-step wind speed prediction.

Receding Steps
Gaussian Method KDE Method

Upper Mean Lower Upper Mean Lower

1 1.9071 −0.0587 −2.0245 2.5248 −0.0416 −2.6812
2 2.3004 −0.0741 −2.4485 2.9303 −0.0695 −3.0427
3 2.6170 −0.0916 −2.8003 3.4249 −0.0694 −3.5492
4 2.8391 −0.1259 −3.0909 3.7236 −0.1066 −3.7120
5 2.9961 −0.1430 −3.2820 3.8218 −0.1213 −3.8728
6 3.0798 −0.1697 −3.4192 3.8080 −0.1352 −4.0416
7 3.1556 −0.1874 −3.5303 3.9207 −0.1723 −4.2776
8 3.2287 −0.2271 −3.6830 4.1085 −0.2151 −4.4877
9 3.3026 −0.2761 −3.8548 4.0988 −0.2607 −4.7499

10 3.3753 −0.3102 −3.9958 4.2173 −0.2960 −4.9651
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Figure 13. Error statistic of ten-step wind speed prediction for KDE and Gaussian methods. (Red line:
KDE; Green dotted line: Gaussian).

Using the actual wind speed or receding estimated wind speed as input, uncertainties transmission
during ten-step wind power prediction are shown in Tables 8 and 9, Figures 14 and 15. For receding
wind power using the actual wind speed as input, the input matrix is formed by one-step iteration.
When it is input to the WTPC model, the outputs at different step are massively repetitive. As a result,
when using the actual wind speed as input, the statistical values of the wind power error at each step
remain relatively stable for both the KDE and Gaussian methods. In contrast, when using the receding
estimated wind speed as input, the enlargement effects of receding steps during ten-step wind power
prediction are significant. Especially, the upper and lower boundaries under confidence 0.95 show this
enlargement effect. Mean values are calculated using positive and negative errors.

Table 8. Error statistic of ten-step wind power prediction via KDE.

Receding Steps Actual Wind Speed as Input Receding Estimated Wind Speed as Input

Upper Mean Lower Upper Mean Lower

1 1573.84 355.5108 −277.125 1582.31 354.4456 −426.759
2 1573.84 355.8727 −277.125 1609.30 322.1044 −525.343
3 1573.84 355.7339 −277.125 1595.81 297.4987 −580.823
4 1573.84 356.6082 −277.125 1588.10 288.1762 −643.325
5 1573.84 357.346 −277.125 1627.56 274.2639 −701.065
6 1573.84 357.201 −277.125 1611.99 256.0331 −715.514
7 1573.84 357.2376 −277.125 1569.09 224.0202 −748.357
8 1573.84 357.1051 −277.125 1569.47 216.0828 −755.082
9 1573.84 357.2038 −277.125 1580.90 212.9505 −810.312
10 1573.84 357.4078 −277.125 1573.22 199.5166 −808.562

Table 9. Error statistic of ten-step wind power prediction via Gaussian.

Receding Steps Actual Wind Speed as Input Receding Estimated Wind Speed as Input

Upper Mean Lower Upper Mean Lower

1 1304.56 323.2525 −658.057 1303.55 316.2105 −671.133
2 1304.62 323.5818 −657.451 1311.53 312.5622 −686.406
3 1304.59 323.7301 −657.132 1323.09 310.3886 −702.311
4 1305.31 324.3319 −656.648 1326.33 304.285 −717.755
5 1306.23 325.0672 −656.091 1330.17 300.4417 −729.289
6 1306.21 325.0333 −656.144 1326.20 294.7158 −736.765
7 1306.24 325.0669 −656.102 1319.32 289.9321 −739.457
8 1306.23 325.0319 −656.165 1314.50 281.0818 −752.339
9 1306.23 324.9214 −656.386 1310.19 270.8341 −768.52
10 1306.23 324.8822 −656.468 1301.94 262.7157 −776.504
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Figure 14. Error statistic of ten-step wind power prediction using actual and estimated wind speed via
KDE method (Red line: Estimated data; Green dotted line: Actual data).
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Figure 15. Error statistic of ten-step wind power prediction using actual and estimated wind speed via
Gaussian method (Red line: Estimated data; Green dotted line: Actual data).

In summary, our simulation results clearly show the uncertainties transmission of receding
ten-step wind power prediction from receding ten-step wind speed prediction, where the enlargement
effects of receding steps also exist. In particular, wind power values of receding ten-step prediction
using receding estimated wind speed as input have greater uncertainties than that using actual wind
speed as input. Besides, a new uncertainty evaluation mechanism based on output error statistics is
revealed here for receding multi-step predictions.

6. Conclusions

Wind speed and power prediction is a feasible and economic way to raise our knowledge of wind
source and the controllability of wind power generation. Moreover, ultra-short-term wind power
prediction is helpful to the refined operation of wind turbines and wind farms. Nowadays, this
becomes more and more important. Considering the uncertainties of random factors, joint point-interval
prediction of wind power via a Gaussian process regression (GPR) method is studied in this paper,
where a stepwise procedure is adopted considering the sequential uncertainties of wind speed
prediction and wind turbine power curve (WTPC) modeling. Testing via GPR, input-output matrix
with five-dimensional input and one-dimensional output is determined for ultra-term wind speed
prediction. On this basis, a principal component analysis (PCA)-adaptive affinity propagation (ADAP)
scheme is validated to partition wind speed patterns with better silhouette coefficients and more
uniform data clusters. Then, a multi-model structure for wind speed prediction can be built, but
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after validation it shows little improvement over single-model prediction via GPR. Subsequently,
normalized evaluation indexes for joint point-interval estimation performance are defined. Through
testing, a weighted-index (WI) must be used as objective for wind speed prediction by GPR while it is
unnecessary for WTPC modeling by GPR, where a particle swarm optimization-differential evolution
(PSO-DE) is adopted to guarantee optimization efficiency. Thereafter, the theoretical principle for the
sequential uncertainties of wind speed prediction and WTPC modeling is deduced. Using kernel
density estimation (KDE) and Gaussian methods to calculate confidence intervals of output error against
estimated wind power, they are similar with that of GPR which perfectly validates the effectiveness of
the uncertainties transmission principle. Besides, uncertainties transmission by stepwise procedure
and uncertainties enlargement by receding steps are also revealed where a new evaluation mechanism
based on statistics to output error is revealed using KDE and Gaussian methods. Overall, the above
research should prove meaningful for uncertainty prediction of wind power in the ultra-short-term
and is very helpful for the future development of wind power generation.
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