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Abstract

:

A blackout is usually the result of load increasing beyond the transmission capacity of the power system. A collapsing system enters a contingency state before the blackout. This contingency state is characterized by a decline in the bus voltage magnitudes. To avoid blackouts, power systems may start shedding load when a contingency state occurs called under voltage load shedding (UVLS). The success of a UVLS scheme in arresting the contingency state depends on shedding the optimum amount of load at the optimum time and location. This paper proposes a hybrid algorithm based on genetic algorithms (GA) and particle swarm optimization (PSO). The proposed algorithm can be used to find the optimal amount of load shed for systems under stress (overloaded) in smart grids. The proposed algorithm uses the fast voltage stability index (FVSI) to determine the weak buses in the system and then calculates the optimal amount of load shed to recover a collapsing system. The performance analysis shows that the proposed algorithm can improve the voltage profile by 0.022 per units with up to 75% less load shedding and a convergence time that is 53% faster than GA.
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1. Introduction


The transition from traditional Supervisory Control and Data Acquisition (SCADA)-based power systems to more intelligent smart grids has picked up pace in many developed and developing countries. Moreover, the increasing demand for electric power has put a lot of pressure on the systems responsible for the operation and control of the highly complex power networks that exist today. Smart grids enable the real-time collection and processing of grid measurements such as voltages and currents at the various buses. The introduction of high-speed measuring devices such as the phasor measurement units (PMUs) has played a major role in improving the monitoring, operation, and control of the modern power grids. PMUs can report power measurements at rates as high as 50 samples per seconds for systems operating at 50 Hz. This enables the energy management systems (EMS) to get real-time models for the power system state for better operation, monitoring, and control of the complex power networks.



The increasing stress on the traditional power systems has resulted in increased blackouts [1]. One of the main causes of power blackouts is voltage instability which is attributed to insufficient generation as well as transmission capacities. In situations where the transmission capacity is not enough for the system to operate normally, power systems employ load shedding mechanisms to reduce the load on the transmission network. The other major challenges faced by power system operators include a change in the nature of loads, the performance of the on load tap changer transformer, the dependency on generation positioned remotely away from load centers, natural load growth, and the influence of protection and control systems. In these situations, the system may start moving toward collapse. However, before the collapse, the system enters into a contingency state. A system is said to be in a contingency state if the load on the system exceeds to a certain limit or a sudden change in the load value occurs leading to an outage of a transmission line or a generator [2].



The stability of a system is dependent on the voltage profile of the power network [3,4]. When a system starts moving toward collapse, one of the indicators is the decline in bus voltages, as the voltage magnitude depends on the reactive power circulating in the system. Therefore, usually when the voltage magnitudes on various buses start to decline, motors are used to recover the voltage magnitude by increasing the amount of reactive power. However, in case of contingency conditions, the existing reactive power sources are not sufficient to stabilize the voltage profile. Moreover, factors such as unexpected load increments or component outages can worsen the situation further. Similarly, voltage instability may not only influence the local load area but may also spread to the adjacent areas in an interconnected power system, commonly known as cascading failures.



Traditionally under-voltage load shedding (UVLS) [3] has been used to recover systems in contingency states and avoid a voltage collapse or blackout. UVLS has been proven to be a robust tool in stabilizing systems suffering from low voltage magnitudes [5,6]. The success of UVLS in stabilizing a system depends on the optimality of the amount, time and location for load shedding. Shedding lesser or more than the required amount of load does not arrest voltage instability and may even lead to a voltage collapse or over frequency problems, respectively. Similarly, shedding load at the wrong place may cause unnecessary interruption, loss of customer trust, and the utility revenue [7]. The time instant at which load shedding needs to be performed is also very crucial as discussed in [8].



Existing techniques for UVLS in smart grids are either based on genetic algorithms (GA) or particle swarm optimization (PSO) algorithms [9]. However, while genetic algorithms may produce accurate results in terms of the optimal amount of load shed, PSO is famous for its fast convergence time. Therefore, the GA based algorithms have high accuracy but require more time to get the optimal solution. Similarly, PSO based algorithms are fast but may fail in arresting the contingency condition. To solve this issue this paper proposes a hybrid technique based on GA and PSO using the state measurements from the PMUs in a smart grid. It is observed that hybrid techniques perform well for large and complex power systems and produce more optimal and higher-quality solutions than individual techniques [10]. The proposed technique uses the fast voltage stability index (FVSI) to select and shed the optimal load on the weak buses. The voltage stability margin is highly influenced by the weakest buses in an interconnected power system [11]. Therefore, the identification of weak buses is necessary for the planning and operation of power systems. A weak bus is defined as a bus whose load-bearing capability is very low and the voltage magnitude is close to collapse identified by a high FVSI value of the lines connected to it.



This paper focuses on developing an algorithm for undervoltage load shedding. The main contributions of this paper are as follows: (i) A hybrid approach using GA as the main framework for the algorithm while employing PSO to improve the selection process; and (ii) Introducing the voltage stability criteria into the objective function of the proposed algorithm.



The rest of the paper is organized as follows. We discuss the related work in Section 2, and Section 3 provides the background for this work. Section 4 presents the problem formulation for the proposed algorithm. Section 5 presents the proposed load shedding algorithm, and Section 6 presents a performance analysis and the simulation results of the proposed algorithm. Finally, Section 7 concludes the paper.




2. Literature Review


A concrete approach offering the least amount and finest location of load shedding was presented in [7]. The proposed technique uses a multi-stage and non-linear approach to find the minimum load shed at each stage [12]. Genetic algorithms (GA) were executed in the Hydro-Quebec system to estimate the amount of load shed in [13,14], but the approach is unable to grip a broader range of load behavior, different scenarios, and short-term voltage instability problems. GA was utilized to investigate for optimal supply restoration approach in the network of distribution system [15]. Likewise, an alternative study [16], showed an optimization tool built on GA to estimate and perform load shed. To solve steady state load shedding problem a novel application of the GA presented in [17]. A new adaptive load shedding technique using GA is proposed in [18]. However, all these techniques suffer from long convergence times due to the use of GA.



An optimal load shedding strategy based on PSO minimization of power loss and load shed is presented in [19]. An implementation of PSO to evaluate optimal UVLS in competitive electricity markets is analyzed in [20]. Similarly, an improved model for optimal UVLS using PSO is presented in [21]. The proposed method minimizes the service interruption cost by considering static stability margin and its sensitivity. In another work, a load shedding technique for contingency situations using PSO and the analytical hierarchy process is presented in [22]. The authors of [23] used dynamic voltage security and PSO for UVLS to provide sufficient voltage stability margin. However, all these techniques based on PSO suffer from two major problems. First, they result in sub-optimal load shed, and second, they make a strong assumption regarding load dynamics.



Optimal Power Flow (OPF) methodologies are used in dynamic simulations by some researchers [5,6,24,25,26]. Even though using load dynamics gives better information about load characteristics, it results in longer computation and calculation times. Similarly, the authors of [27,28], concluded that it is not feasible to fit load dynamics in an optimization framework due to the long simulation times.



Many hybrid techniques for optimal UVLS have been proposed. PSO was combined with simulated annealing (SA) to tackle the UVLS problem efficiently in [29]. The technique was tested on the IEEE 14 and 118 bus test systems. However, this technique can only be used for long-term voltage stability and is unsuitable for short-term voltage collapse. Similarly, PSO and linear programming (LP) were combined to resolve the issues of low convergence and eliminate transmission line overloading in [30]. The technique was implemented on the IEEE 14 bus system and had a fast convergence time. However, it was unable to solve non-linear problems. A technique based on modal analysis and PSO to achieve optimal load shedding and voltage stability was proposed in [26]. However, the proposed technique works well on transmission networks only. To prevent voltage instability a new integer value model for optimal load shedding was achieved through hybrid discrete PSO by considering multiple objectives in [31]. However, the proposed method suffered from long convergence time due to too many objectives.



The most relevant technique in literature is [32]. In this technique, the authors propose the use of a hybrid algorithm based on GA and PSO. It uses PSO as the main framework and employs the reproduction technique of GA to produce the best child. However, this technique has the following drawbacks: First, the cross-over operator of GA is time consuming resulting in longer convergence time. Second, it does not consider the voltage stability constraint resulting in suboptimal load shedding.



Thus, there are three main issues with existing techniques: (1) techniques that use GA have high accuracy but suffer from long convergence times, (2) techniques that use dynamic simulations require long simulations to obtain the optimal amount of load shedding, and (3) hybrid techniques can achieve fast convergence but either suffer from suboptimal results or have limited applicability. To address these issues, this paper proposes a hybrid technique based on the GA and PSO algorithms with the following properties:




	
High Accuracy: The proposed algorithm can significantly improve the voltage magnitudes of the power system buses while shedding the least amount of load. The high accuracy comes from utilizing GA in the proposed algorithm.



	
Fast Convergence: The proposed algorithm uses PSO to speed up the operation of GA i.e., it replaces the time consuming local search mechanism of GA with the highly efficient global search mechanism of PSO. This results in fast convergence for the proposed algorithm.









3. Preliminary Background


3.1. Fast Voltage Stability Index


Consider the two bus network shown in Figure 1. The FVSI value Fij for the line connecting bus i and j can be calculated as follows:


    F  i j   =   4  Z  i j  2   Q j     V i 2   X  i j       



(1)




where Xij and Zij are, respectively, the line reactance and impedance values between line i and j. Qj is the reactive power flow at bus j, and Vi is the voltage at bus i.



FVSI can be used to identify critical areas in large and complex power systems. In particular, it can be used to determine the point of voltage collapse, maximum permissible load, weak buses and the most critical line in an interconnected system. FVSI is considered a strong index for analyzing the on-line voltage stability assessment in power systems [33]. To show that FVSI can identify the weak buses in an interconnected power system, we simulated an IEEE 30 bus system in MATLAB (developed by Mathworks, University of New Mexico, Albuquerque, NM, USA) and plotted the FVSI value and the voltage magnitude for the most critical line against the reactive power and is presented in the Section 6 of the study. It can be observed that the FVSI value for the line increases as the voltage drops. Therefore, FVSI can be used to indicate the weak buses in the system.




3.2. Genetic Algorithms


GAs have obtained substantial attention as a robust stochastic search algorithm [9]. The algorithm is based on the biology of natural evolution by applying the “survival of the fittest” rule to a set of the population, yielding superior estimates of the solution in a continuous cycle on the limit of predetermined constraints. Based on an individual’s level of fitness, each generation (solution) produces a new set of estimations. The resulting set of individuals (solutions) is superior in terms of their adaptation to the given conditions [34,35].



GA uses multiple iterations to evolve a population of candidate solutions (called individuals) into a better solution to an optimization problem. Each individual has set of chromosomes i.e., a set of properties which can be altered and mutated to form better solutions. GA usually starts with an initial population of randomly generated individuals. The population in an iteration is called its generation. The fitness of each individual is evaluated using the objective function of the optimization problem being solved to stochastically form a set of fit individuals. The selected set of fit individuals is then used to form the next generation by modifying or randomly mutating each individual’s chromosomes. This process continues until we reach a specified number of generation (iteration) or a predefined optimum value for the objective function is achieved. The steps for the GA algorithm are given below:




	
Initialization: Generate an initial population of random chromosomes of size N: x1, x2, ...…, xN.



	
Fitness: The fitness function creates the basis for choosing chromosomes that will be coupled during reproduction. Calculate the fitness of each individual chromosome: f(x1), f(x2), ……, f(xN).



	
Selection: Parent chromosomes are selected with a probability related to their fitness.



	
Crossover: Selected parents are crossed with probability Pcross resulting in a new child.



	
Mutation: New child modified with probability Pmut.



	
Acceptance and Replacement: Accept new children if found better in fitness than the previous generation.



	
Termination Criteria: If a maximum number of iterations reached or best solution achieved terminate the algorithm. Otherwise, go to step 2.









3.3. Particle Swarm Optimization


In 1995, Kennedy and Eberhard introduced Particle Swarm Optimization (PSO) [36,37]. Inspired by the social behavior of birds flocking and fish schooling, a swarm intelligence technique, PSO was established to be fast and robust in resolving large-scale non-linear multi-objective optimization problems.



PSO starts with an initial population (called a swarm) of randomly generated particles (solutions). In every iteration, these particles are moved around by following two best values. The first one called pbest (for particle best) is the best solution (fitness) that the current particle has achieved so far. The second one called the gbest (for global best) is the best solution achieved by any of the particles in the population so far. Formally, let f: ℝn → R be the objective function that needs to be minimized. A vector of real numbers (the particles) is given to the objective function as an input to get the objective function value. The goal is to find a set of particles a such that f(a) ≤ f(b) for all b in the search space i.e., the objective function value of the next generation is lower (better) then the objective function value of the given candidate solution. The steps of the PSO algorithm are given below.




	
Initialization: Produce an initial population of random generated particles of size M: y1, y2, ......, yM



	
Fitness: The criteria for choosing particles is based on their fitness. Calculate the fitness of each individual particle. f(y1), f(y2), ...... f(yM)



	
Selection: Update each particle’s personal best solution Ppbest by comparing the current Ppbest with f(yi).



	
Velocity Update: Update the velocity for all particles using the PSO velocity equation


    v  j , k   ( t ) = ω ( t )  v  j , k   ( t − 1 ) +  c 1   r 1  (  X  j , k  *  ( t − 1 ) −  x  j , k   ( t − 1 ) +  c 2   r 2  (  x  b e s t  *  −  x  j , k   ( t − 1 ) ) )   











	
Position Update: Update the position for all particles using the PSO position equation


    X  m , n   ( t ) =  X  m , n   ( t − 1 ) +  V  m , n   ( t )   











	
Evaluation: Evaluate the fitness function of all particles (with updated position and velocity) and find and update the global best solution Pgbest.



	
Termination Criteria: If a maximum number of iterations reached or best solution achieved terminate the algorithm. Otherwise, go to step 2.










4. Problem Formulation


In this section, we represent UVLS as an optimization problem. We then use this optimization problem to propose the algorithm for UVLS in Section 5.



The two main objectives for UVLS are as follows: (1) minimize the total amount of load shed at the selected buses (FLS), and (2) minimize the voltage drop at all buses (FVD). We can formalize this optimization problem as follows:


   Minimize   0.7   ∑  i ∈  B  s e l      (  P i b  −  P i a  )   + 0.3   ∑  i ∈  N  b u s      (  V i b  −    V i a  )   



(2)







Subject to:


    P i  =  V i    ∑  j ∈  N  b u s       V j  (  G  i j   cos  θ  i j     +  B  i j   sin  θ  i j   ) ,   i ∈  N  b u s   ,   



(3)






    Q i  =  V i    ∑  j ∈  N  b u s       V j  (  G  i j   sin  θ  i j     −  B  i j   cos  θ  i j   ) ,   i ∈  N  b u s   ,   



(4)






    P i  min   ≤  P i  ≤  P i  max   ,   i ∈  B  G e n     



(5)






    Q i  min   ≤  Q i  ≤  Q i  max   ,   i ∈  B  G e n     



(6)






    V i  min   ≤  V i  ≤  V i  max   ,   i ∈  N  b u s e s     



(7)






   0.05 ≤  P  L i   ≤ 0.2 ,   i ∈  B  s e l     



(8)




where the set of notations is given in Table 1. Note that Equation (2) represents the objective function. Equations (3) and (4) represent the equality constraints for active and reactive powers. Similarly, Equations (5) and (6) represent the inequality constraints for the minimum/maximum active and reactive powers at the generation buses. Moreover, Equation (7) is the inequality constraint to maintain the voltage between the allowable range of minimum and maximum voltages. Finally, Equation (8) represents the inequality constraint to limit the amount of load shedding on any bus to 5%–20%. We propose an improved UVLS algorithm based on this optimization problem in the next section.




5. Proposed UVLS Algorithm


In this section, we describe the proposed algorithm to calculate the optimal amount of load shed for the power system in the contingency state.



In the field of optimization, hybrid metaheuristics have emerged with superior results in terms of best fitness and computation time. The two most common used optimization algorithms are the GA and PSO with their pros and cons. However, GA is popular for the accuracy of the solution it generates. However, GA suffers from long convergence times [12]. Similarly, PSO is popular for its short convergence time but may not always converge to the best solution. GA and PSO have been shown to be well suited for generator and line outage cases [9]. Therefore, by proposing a hybrid scheme based on GA and PSO in this work, it is expected to combine the strengths of these techniques and produce a better algorithm than either of the algorithms deployed alone. The proposed algorithm effectively utilizes the values of FVSI index (threshold values) for selection of weak buses. Moreover, the comprehensive methodology can be seen in the flowchart as shown in Figure 2.



Algorithm 1 shows the proposed algorithm to obtain the optimal amount of load shed. The steps are explained below.




	(1)

	
An initial population of size Psize is initialized with random candidate solutions.




	(2)

	
Repeat for NIter number of iterations




	(i)

	
Optimize the current population using PSO i.e., move the particles in the population towards the global best solution in PSO.



Select weak buses based on above threshold values of FVSI




	(ii)

	
Initialize an empty array Parents.




	(iii)

	
Sort the population in ascending order of cost function for each candidate solution and select Psize − Ksize candidate solution with the minimum cost and add them to an array named Parents.




	(iv)

	
Initialize an empty array Children.




	(v)

	
For each pair of parents P1 and P2 in Parents




	(a)

	
Produce two off springs Child1 and Child2 using the GA crossover function with probability Pcross.




	(b)

	
Apply the GA mutation function on Child1 with probability Pmut.




	(c)

	
Apply the GA mutation function on Child2 with probability Pmut.




	(d)

	
Add Child1 and Child2 to the array Children.










	(vi)

	
Replace the current population with Children keeping Ksize candidate solutions from the current population. This produces the next generation.




	(vii)

	
Evaluate the cost function on all the candidate solutions in the new population.




	(viii)

	
Find and assign the candidate solution which gives the minimum value of the cost function to Sbest.










	(3)

	
Return the best solution Sbest.









The steps for the PSO function are as follows:




	(1)

	
Calculate the size of the population Npar.




	(2)

	
Initialize the global best solution Pgbest to a maximum value φ.




	(3)

	
For each particle P in the population repeat the following steps:




	(i)

	
Initialize the particle’s best solution Ppbest to a maximum value φ.




	(ii)

	
Calculate the velocity of the current particle using PSO’s velocity function.




	(iii)

	
Calculate the position of the current particle using PSO’s position function.




	(iv)

	
If the current position evaluates into a lower value of the cost function as compared to Ppbest then assign this value to Ppbest.




	(v)

	
If the particle’s current best solution has a lower value as compared to Pgbest then assign this value to Pgbest.




	(vi)

	
Update the current particle’s position in the population i.e., replace the current particle (candidate solution) with the optimized solution.















The longer convergence time of GA is attributed to its time consuming local search mechanism. To solve this issue, the proposed algorithm replaces the local search mechanism of GA with the global search mechanism of PSO as shown in line 3 of Algorithm 1. After obtaining the global solutions using PSO, the resulting optimum values are employed by GA to obtain the optimum value of load shed.



	
Algorithm 1. Algorithm for Obtaining Optimal Load Shed




	

	
Input: Popsize, Ksize, NIter, Pcross, Pmut




	

	
Output: SB




	
1

	
 Pop ← Initialize random population (Psize)




	
2

	
 for iter = 1 to NIter do




	

	
   // Update Population using PSO function




	
3

	
   Pop = PSO (Pop)




	
4

	
   Parents = []




	

	
   // Selection




	
5

	
   Parents ← Select Parents Based on Minimum Cost from Population




	

	
   // Crossover




	
6

	
   Children ← []




	
7

	
    for each P1, P2 ∈ Parents do




	
8

	
     Child1, Child2 ← Crossover (P1, P2, Pcross)




	

	
      // Mutation




	
9

	
      Child1 ← Mutate (Child1, Pmut)




	
10

	
      Child2 ← Mutate (Child2, Pmut)




	
11

	
      Add Child1 and Child2 to Children




	
12

	
    end




	

	
    // Replace Population with New Generation and keep Ksize Candidates from current Generation




	
13

	
   Pop ← Replace (Pop, Children, Ksize)




	
14

	
   θ ← f (population)




	
15

	
   Sbest ← Candidate Solution with a minimum value of θ




	
16

	
 end




	
17

	
Return Sbest




	
18

	
Function PSO (Pop)




	

	
   // Calculate the Size of the Population




	
19

	
    Npar ← Size(Pop)




	
20

	
   Pgbest = φ




	

	
   // Randomly move Particles to the optimal Solution




	
21

	
 for each P ∈ Population do




	
22

	
   Ppbest = φ




	
23

	
   PVel ← Update Velocity (PVel, Ppbest, Pgbest)




	
24

	
   PPos ← Update Position (PPos, PVel)




	
25

	
   if f (PPos) ≤ Ppbest then




	
26

	
    Ppbest ← f (PPos)




	
27

	
    if Ppbest ≤ Pgbest then




	
28

	
     Pgbest ← Ppbest




	

	
      // Update the Current Particle’s Position in the Population.




	
29

	
     Pop(P) ← PPos




	
30

	
   end




	
31

	
   end




	
32

	
 end




	
33

	
Return Pop










6. Performance Analysis and Results


In this section, we evaluate the performance of the proposed load shedding scheme by performing simulations in MATLAB using the MATPOWER toolbox [38]. The simulations were tested on the IEEE 30-bus test system shown in one line diagram Figure 3.



Figure 4 shows the FVSI index values of all 41 lines against 1.6 loading factor. It is observed that there are seven lines whose FVSI values exceeds 0.25 (set as the threshold value for the selection of weak buses) as shown in Table 2 and termed as a critical line. Moreover, it is observed that the voltage of these busses connected to the critical lines drops below the normal value as shown in Figure 5. This shows that the busses connected to the critical lines can be termed as weak. The information of weak buses is given in Table 2.



To appreciate the significance of FVSI in identifying the weak buses we simulated the IEEE30-bus test system and plotted the voltage magnitudes and FVSI values against increasing values of reactive power (which captures the effect of increasing reactive load on the system) for bus number 30. Note that the voltage magnitude is adversely affected by the amount of reactive power. The corresponding plot is shown in Figure 5, which shows that FVSI values increase as the voltage magnitude of the bus decreases. Thus, FVSI values can be used to identify the weak buses in the system.



Real-time estimation of power transmission line impedance parameters presented in [39]. Performance and accuracy investigation of two-step algorithm for power system state and line temperature estimation presented in [40]. To asses the performance of the proposed algorithm, we compare it with the GA and PSO algorithms applied individually to the current scenario. GA and PSO are adopted as a reference in view of the fact that many state-of-the-art techniques are instantiations of these two algorithms. We simulated the IEEE 30 bus system with a loading factor of 1.6 which corresponds to 60% overloading. The results for the voltage magnitudes for the five weak buses are shown in Figure 6. This figure shows that the proposed algorithm can maintain a voltage magnitude approximately equal to the GA solution. However, the proposed algorithm clearly outperforms PSO in maintaining a better voltage profile. For example, there is an improvement of 2.1% and 2.3% of the voltage magnitude for bus 26 over the voltage magnitude resulting from applying PSO, and no optimization, respectively.



Figure 7 shows the improvement of the voltage profile as compared to the overload case with no optimization for the 30 buses using GA, PSO, and the proposed algorithm. We observe that PSO results in negligible improvement while GA and the proposed algorithm result in significant improvement in the voltage magnitudes of the various buses. For example, the proposed algorithm improved the voltage magnitude of bus 26 by 0.0222 per units, while, GA improved the voltage magnitude for this bus by 0.0257 per units.



Similarly, Figure 8 plots the voltage magnitude at the weakest bus i.e., bus 26 against an increasing value of loading factor. Thus, we study the trend of voltage magnitude as we increase the load on the buses. We observe that GA and the proposed algorithm have successfully maintained the voltage magnitude of bus 26 close to 1 per unit. However, PSO fails to recover the voltage magnitude and we see a significantly lower voltage magnitude at bus 26 when we increase the load.



Figure 9, shows the amount of load shedding done by GA, PSO, and the proposed algorithm on each bus. We observe that GA resulted in the most load shed with a total amount of load shedding of 16.256 MVARs (reactive power mega volts amperes) The proposed algorithm resulted in a total load shed of 13.5432 MVARs, while PSO shed the least amount of load i.e., 1.016 MVARs. This shows that the proposed algorithm resulted in 17% less load shed as compared to GA. However, the proposed algorithm is still able to maintain a voltage profile comparable to GA as shown in Figure 6. Moreover, PSO resulted in under-shedding due to which it was not able to improve the voltage profile.



Figure 10 shows the total amount of load shedding on five weak buses against the loading factor. We observe that the proposed algorithm resulted in significantly lower load shedding as compared to GA. For example, with an overloading of 30%, the proposed algorithm resulted in 75% lesser load shedding as compared to GA. Similarly, PSO resulted in under-shedding of load and could not arrest the voltage decline.



To evaluate the convergence time of the three algorithms we refer to Figure 11. This figure shows the convergence plots for PSO, GA, and the proposed algorithm. The three algorithms were run on an intel core i7-7700 HQ CPU @ 2.8 Ghz running Windows 10. We observe that PSO converges in the least number of iterations i.e., nine with a computation time of 3.60 s, while the proposed algorithm converges in 13 iterations with a computation time of 13.30 s. However, GA requires 23 iterations to converge with a computation time of 28.56 s. This shows that proposed algorithm clearly outperforms GA in terms of convergence time.




7. Conclusions


This paper proposed a UVLS algorithm for power systems. The proposed algorithm can significantly improve the voltage profile of a power system in a contingency state and avoid a blackout. The proposed algorithm combines the advantages of GA and PSO algorithms to produce a hybrid. The proposed algorithm achieves higher accuracy by employing GA while uses the global search mechanism of PSO to reduce the local search time of GA, which results in a fast convergence rate. The weak buses for load shedding are selected using the FVSI values. The results show that the proposed algorithm and GA can significantly improve the voltage magnitude of weak buses. However, PSO could not arrest the voltage decline. Although the proposed algorithm and GA resulted in approximately the same voltage magnitudes for the weak buses, the proposed algorithm reduced the amount of load shedding by up to 75% as compared to GA. Moreover, the convergence time of the proposed algorithm is also 53% faster than GA. This shows that the proposed UVLS algorithm can be used in real time as an effective tool to recover a system in a contingency state.
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Figure 1. Two bus power system. 
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Figure 2. Flow chart of the proposed method. 
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Figure 3. IEEE 30-bus test system. 
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Figure 4. Fast voltage stability index (FVSI) values against 1.6 loading factor. 
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Figure 5. The trend of voltage magnitude and FVSI values with increasing reactive power. MVARs: reactive power mega volts amperes. 
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Figure 6. Voltage magnitude of the five weak buses with a loading factor of 1.6. GA: genetic algorithms, PSO: particle swarm optimization. 
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Figure 7. Voltage improvement compared to the overload voltage with no optimization. 
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Figure 8. Voltage magnitude of bus 26 versus loading factor. 
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Figure 9. Load shed on each bus. 
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Figure 10. Total load shedding versus loading factor. 
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Figure 11. Convergence time. 
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Table 1. Notations.
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	Notation
	Description





	Pib and Pia
	Post-contingency and pre-contingency active power demand at bus i, respectively.



	Vib and Via
	Post-contingency and pre-contingency voltage magnitudes at bus i, respectively.



	Nbus
	Set of all buses.



	Bsel
	Set of buses selected for load shedding.



	BGen
	Set of generation buses.



	Pi and Qi
	Active and reactive power of bus i, respectively.



	Gij and Bij
	Real and imaginary part of the (i; j)th element in the bus admittance matrix, respectively.



	Pimin and Pimax
	Minimum and maximum real power generations at bus i, respectively.



	Qimin and Qimax
	Minimum and maximum reactive power generations at bus i, respectively.



	Vimin and Vimax
	Minimum and maximum allowed voltage at bus i, respectively.
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Table 2. Top five weakest buses associated with higher values of fast voltage stability index (FVSI).
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	Nos.
	Line Number
	FVSI Value
	Bus No.





	1
	8
	0.2506
	26



	2
	13
	0.3134
	27



	3
	16
	0.2662
	29



	4
	18
	0.2604
	30



	5
	34
	0.3327
	30



	6
	36
	0.2823
	26



	7
	38
	0.2502
	25
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