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Abstract: The openness of the electricity retail market results in the power retailers facing fierce
competition in the market. This article aims to analyze the electricity purchase optimization
decision-making of each power retailer with the background of the big data era. First, in order
to guide the power retailer to make a purchase of electricity, this paper considers the users’ historical
electricity consumption data and a comprehensive consideration of multiple factors, then uses the
wavelet neural network (WNN) model based on “meteorological similarity day (MSD)” to forecast
the user load demand. Second, in order to guide the quotation of the power retailer, this paper
considers the multiple factors affecting the electricity price to cluster the sample set, and establishes a
Genetic algorithm- back propagation (GA-BP) neural network model based on fuzzy clustering (FC)
to predict the short-term market clearing price (MCP). Thirdly, based on Sealed-bid Auction (SA) in
game theory, a Bayesian Game Model (BGM) of the power retailer’s bidding strategy is constructed,
and the optimal bidding strategy is obtained by obtaining the Bayesian Nash Equilibrium (BNE)
under different probability distributions. Finally, a practical example is proposed to prove that the
model and method can provide an effective reference for the decision-making optimization of the
sales company.
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1. Introduction

Making a comprehensive survey of the market-oriented electricity reforms of various
countries—although the national conditions and the paths of reform are all different—opening
up the electricity-side market, and giving users the right of free choice have always been core
factors in electricity market reform. The gradual opening up of the retail-side market is mainly
by introducing the competition through releasing users’ options, allowing users to freely choose to
trade with power-retailing or power-generating enterprises, or participating in the wholesale market
directly [1,2]. EU countries in 2007 completed the reform of the full liberalization of user options.
The USA has achieved retail competition in some states, including its residents. Japan has postponed
the retail competition reform that allowing residents to choose their own options. After the earthquake,
they formulated a plan for a new power reform and implemented a full-scale retail competition after
2016. Viewing the process of power-retailed side releasing, most countries are in accordance with the
voltage level and capacity, phased from large users to gradually release the user option [3].

There are seven major power exchanges in the world currently, of which the European Energy
Exchange (EEX) is the largest power exchange with an average daily transaction volume of 170,000 MW.
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In 2014 alone, the power trade with EEX reached an astonishing 1952 tWh. The Pennsylvania
New Jersey Maryland (PJM) exchange in the USA is currently responsible for the operation and
management of power systems in 13 U.S. states and the District of Columbia. As a regional Independent
system operation (ISO), PJM is responsible for centrally dispatching the largest and most complex
power control area in the USA and ranks third in the world in scale. The PJM controlled area
accounts for 8.7% of the total population (about 23 million), load 7.5%, installed capacity of 8%
(about 58,698 MW), and transmission lines up to more than 12,800 kilometers [4]. The effective
application of power big data for the profitability and control of power companies has a high value.
Some experts have said that whenever the data utilization increases by 10%, it can cause the power
grid to increase profits by 20% to 49%. In the face of a huge power system, data needs to be processed
quickly, hence data mining technology came into being, and will play a key role in supporting the sales
company to participate in market competition.

Power-selling is the pillar business of the retailer. As an intermediate link between production
and use, the power retailer needs to analyze the users’ needs and predict the user’s load demand
based on the users’ historical electricity consumption data, considering industry, meteorology, regional
economy, related industries, and other factors, so that this can guide the retailer to develop electricity
purchase. In recent years, numerous scholars have put forward many effective load forecasting
methods. Vilar, J. et al. provided two procedures to obtain prediction intervals for electricity demand
and price based on functional data. The first method used a nonparametric autoregressive model and
the second one used a partial linear semi-parametric model, in which exogenous scalar covariates are
incorporated in a linear way. Also, the residual-based bootstrap algorithms were used in both cases [5].
Zhang, P. et al. combined the gray model and the neural network, chose the gray model according to the
historical data, and used the neural network to fit the different model combinations. The combination
algorithm improved the prediction accuracy [6]. Ak, R. et al. considered the uncertainty of wind
power output and established a model for evaluating the adequacy assessment of the wind integrated
system [7]. Based on the massive data of the Intelligent Industrial Park, Wang, B.Y. et al. combined
the local weighted linear regression prediction algorithm and the cloud computing Map Reduce
model to study the short-term power load forecasting and improve the accuracy of prediction [8].
Bessec, M. et al. analyzed the advantages of wavelet transform methods and studied the benefits of
combining predictions with a single model. Each sub-module was then individually predicted and
summarized to get the final result [9]. At present, the application of prediction software in the USA is
very wide. PJM has a set of independent power market management and operation systems. People
in the PJM control center by inputting various factors that affect load, using specialized prediction
algorithms and supporting subsystems can accurately predict the power load.

Short-term forecasting of electricity price plays a central role in the electricity market. If market
participants can predict electricity prices accurately in advance, they will be in a good position in
market competition. For the power retailers, they can use the predicted price to make bidding strategies
and optimize quotations, with a view to obtaining greater profits. At present, the research on short-term
electricity price is very productive. On the electricity price forecasting (EPF) method, Rafał Weron
analyzed the advantages and disadvantages of the previous methods of EPF, and proposed improved
suggestions for the shortages. Then he further predicted the development direction of EPF over the
next ten years [10]. Silvano Cincotti, et al. analyzed the price of Italian Power Exchange and adopted
a discrete-time univariate econometric model, ARMA-GARCH neural network and support vector
machine to simulate price time series respectively. By comparing the three methods, they found that
the prediction accuracy of the support vector machine method is the highest [11]. Nima Amjady and
Farshid Keynia combined wavelet transform and hybrid forecasting to predict the electricity price.
They used PJM power market data to compare and verify other EPF methods [12]. Deng, J.J. et al. used
ARMA to predict the electricity price. Since the electricity price has heteroscedasticity, the electricity
price forecasting model based on ARMA-GARCH was proposed and the accuracy improved [13].
Bento, P.M.R. et al. presented a hybrid method that combines similar and recent day-based selection,
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correlation, and wavelet analysis in a pre-processing stage. Afterwards a feedforward neural network
was used alongside Bat and Scaled Conjugate Gradient Algorithms to improve the traditional neural
network learning capability [14]. Neural network is the most used method for short-term EPF.
When dealing with EPF, Shi B. et al. and Xing Y. et al. all used cascade neural network (CNN) [15,16].
Wang, D. et al. proposed a hybrid BP model based on fast ensemble empirical mode decomposition
(FEEMD), variation mode decomposition (VMD), and firefly algorithm optimization, and used a
two-layer decomposition technique to decompose the intrinsic function model into multiple modes to
improve prediction accuracy [17]. Hong, Y.Y. et al. proposed a new EPF method that uses empirical
model decomposition including correlation coefficients and combines the BP neural network algorithm
for short-term EPF [18].

With the increasingly fierce market competition on the power-retail side, sound and optimized
power purchase decisions can help retailers win the upper hand and gain higher profits.
Gabriel S.A.S. et al. studied the accurate determination of load forecasting, and analyzed the influence
of both in connection with the situation of the sales company. Finally, a variety of scenarios under
different load predictions were fitted and simulated to obtain different benefits under different
scenarios [19]. Bartelj, L.A. et al. and Anderson, E.J.A.B. et al. took into account the influence of factors
such as market price and power load when formulating bidding strategies, and designed various
scenarios to simulate retailers’ possible revenue and risk in the electricity market transactions [20,21].
Fleten S.E.E. et al. described the different bidding behaviors in the electricity market and analyzed
different bidding strategies in the electricity market [22]. Nassiri-Mofakham, F. et al. proposed
a new bidding method called multi-attribute portfolio bidding strategy. The model took into
account the various factors and market influences of the competing players. This method used
the form of an agent to obtain a combination of strategies and quotes that meet the needs of
bidders [23]. Hematabadi, A.A. et al. presented a new analytical solution method for Supply Function
Equilibrium-based (SFE) bidding strategy in electricity markets. In the inner level, ISO cleared the
market to maximize social welfare. In the outer level, each generation company tried to maximize its
individual welfare [24]. Dai, Y.M. et al. studied the retailer’s electricity price decision-making problem
in power purchase, but did not consider the competition in the retail market environment [25].

With the rapid accumulation of related data, the establishment of a complete power retailer
bidding strategy based on data mining technology has become an urgent issue. This paper begins by
analyzing the impact of consumer behavior characteristics and preferences on the retailer’s power
purchase strategy. First, it uses the WNN method which is based on MSD to predict the user load to
develop electricity purchase. Second, it clusters the massive power market data, and establishes a
GA-BP neural network prediction model which is based on FC to predict the short-term MCP to guide
the quotation. Third, based on this, it constructs a bidding BGM based on the principle of SA to solve
the BNE under different probability distributions to get the optimal bidding strategy. Finally, the paper
gives a numerical example to validate the practicability of the proposed models and methods.

2. Short-Term Load Forecasting Used WNN Method Based on MSD

In order to guide the power retailer to have a reasonable purchase power and obtain the maximum
benefit, short-term load forecasting needs to be performed for all kinds of users with different
load characteristics. Short-term load forecasting has typical periodicity and is easily influenced
by meteorological factors (MF) [26]. This paper introduces the concept of MSD. On the basis of
identification and correction of bad historical data, we get “historical day” data similar to “forecasting
day” by combining the Gray Relational Analysis (GRA) and the Weighted Similarity Formula (WSF).
According to the approach of “1-dimensional similar daily load average value + the first 6-dimensional
training (forecasting) next 1-dimensional” it uses the WNN model to forecast short-term load.
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2.1. WNN

WNN is a kind of neural network based on BP neural network topology, using the Wavelet Basis
Function (WBF) as the transfer function of the hidden layer nodes and the forward propagation of the
signal while the error is propagated backwards [27]. Compared with the BP neural network, WNN has
more sensitive approximation ability and stronger fault tolerance ability, better learning ability, and
higher accuracy. The basic structure is shown in Figure 1.
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2.2. Short Term Load Forecasting Using the WNN Model Based on MSD

This paper uses first-order difference and second-order difference for bad data identification.
If the jth data point X(i, j) in the ith data is a dead pixel, the correction value X’(i, j) is as shown in
Equation (1).

X′(i, j) = X(i, j− 1)×Y(i− 1, j) (1)

In order to make the forecasting model more adaptable, each MF data is normalized according to
Equation (2).

Y =
X− Xmin

Xmax − Xmin
(2)

where X is the original value. Y is the normalized value. Xmin and Xmax are the original minimum and
maximum values respectively.

Then it calculates the correlation coefficient ζi(k) and the degree of correlation γi according to
Equations (3) and (4).

ζi(k) =
∆i(k)min + ρ∆i(k)max

∆i(k) + ρ∆i(k)max
, ∆i(k) = |y(k)− zi(k)| (3)

γi =
1
n

n

∑
k=1

ζi(k), i = 1, 2, . . . , q (4)

As shown in Equation (5), it takes into account the degree of influence of each relevant influencing
factor, calculates the weight αi of each relevant influencing factor through the degree of correlation,
and uses the WSF to calculate the similitude of historical data on the ith day and the predicting
date sim(k).

sim(k) = 1/[
q
∑

i=1
θi|zi(k)− zi(0)|+ ε], θi = γi/

q
∑

i=1
γi

k = 1, 2, . . . , n, ε > 0
(5)

where θi is the weight of relevant influencing factors. zi(0) is the ith influencing factor of the
forecasting day.

The short-term load forecasting process using the WNN model based on MSD is shown in
Figure 2.
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3. Short-Term Price Forecast Based on FC and GA-BP Neural Network

For short-term price forecasting, the BP neural network can realize complex highly nonlinear
mapping, but it has slow convergence speed and low prediction accuracy [28–30]. In these papers,
the FC analysis is used to select the learning samples to find out the prediction categories similar to
the forecasting date as the input samples of the neural network. Also, the GA is used to optimize the
BP neural network. So it not only conducts a broad mapping of neural networks and global search
capabilities of genetic algorithm, but also speeds up the learning rate of the network.

3.1. FC Analysis Based on Transitive Closure

In order to effectively classify the samples, we must first distinguish the characteristic indicators
of the sample itself. Assuming there are n samples and m characteristic indexes, we can construct
a primitive matrix X of n × m, and xij represents the jth characteristic index of the ith sample.
The historical price data and load data are normalized by Equation (2).

After the data normalization processing, in order to obtain a similar relationship between
each sample or the degree of familiarity, the Fuzzy Similarity Matrix (FSM) needs to be calculated.
The Euclidean distance method in the paper of M.A. Hakeem et al. [31]. was used to find the similarity
between samples rij.

rij = 1− c

√
m

∑
k=1

(xik − xjk)
2 (6)

The FSM needs to be further processed by the transfer closure method to get the Fuzzy Equivalent
Matrix (FEM). Suppose that X is a set of n samples to be classified, R is a FSM on X. Then there must
be a minimum natural number k (k ≤ n), so that the transitive closure Rs* = Rs

k, where the transitive
closure is the FEM with the smallest distance from Rs and contains Rs, recorded as Re* [32]. In this
paper, Re* is calculated by the square self-synthesis method, and Rs

2 = Rs·Rs, Rs
4 = Rs

2·Rs
2, . . . , Rs

2k

= Rs
k·Rs

k are calculated in turn until the value of k that satisfies the condition Re* = Rs
k is the FEM.

According to the principle of clustering, it chooses the appropriate threshold γ to cut, then it can
obtain the classification of the sample set. The best γ value can be obtained by adjusting Equation (7).
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Ci =
γi−1 − γi
ni − ni−1

(7)

If Ci = max (Cj) exists, then the confidence level γi of the ith cluster can be considered as the
optimal threshold.

3.2. Construction of GA-BP Neural Network Prediction Model

The BP neural network is a kind of multi-layer feed forward neural network which is trained
according to the error back propagation algorithm and consists of input layer, hidden layer, and output
layer. The BP neural network is the most used neural network by far, but it still has some drawbacks
of slow convergence speed, long training time, and it is easy to make the objective function fall into
local minima. A typical BP neural network structure model is shown in Figure 3.
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The specific steps of GA for BP neural network optimization are as follows:

(1) Determine the relevant parameters of GA and BP network, including population capacity of GA,
crossover rate, mutation rate, structural parameters, and accuracy of BP network.

(2) Generate a set of initialization weights and threshold distributions (chromosomes) randomly in
the network, and encode each chromosome with a binary encoding to form an initial population.

(3) Determine the fitness function through the network actual value and expected value of error
function. Calculate fitness values for each individual and measure each chromosome. If the
individual fitness meets the requirements, go to step (5), otherwise go to step (4).

(4) GA optimizes network weight values and thresholds. Perform crossover and mutation operations
at given probabilities to generate a new generation of individuals. Go to step (2) and enter the
loop until the best populations and individuals are obtained.

(5) Fine-tune with the BP neural network until the stop condition is satisfied.
(6) The process of using the GA-BP neural network based on FC to predict short-term price is shown

in Figure 4.
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4. Bayesian Bidding Game Based on the SA

4.1. Day-Ahead Market Trade Considering Demand-Side Bidding

4.1.1. Power Trading Market Overview

Electricity market trade can be divided into spot trade, contract trade, and futures trade according
to the time and form of the transaction, while the spot trade includes day-ahead trade and real-time
trade [33]. The day-ahead market is divided into 48 trading sessions, each trading session for 30 min.
The day-ahead market is an important core of the electricity market, its market structure is shown in
Figure 5.
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Figure 4. GA-BP neural network prediction flow chart based on fuzzy clustering (FC) 

4. Bayesian Bidding Game Based on the SA 

4.1. Day-Ahead Market Trade Considering Demand-Side Bidding 

4.1.1. Power Trading Market Overview 

Electricity market trade can be divided into spot trade, contract trade, and futures trade 

according to the time and form of the transaction, while the spot trade includes day-ahead trade 

and real-time trade [33]. The day-ahead market is divided into 48 trading sessions, each trading 

session for 30 min. The day-ahead market is an important core of the electricity market, its market 

structure is shown in Figure 5. 

Long-term 

contract 

transaction 

data

Contract 

Management 

Data

Grid 

constraint 

data

Power plant 

reporting 

data

D
a

ta
 

p
rep

ro
cessin

g

No grid security constraints trading plan

Consider the grid security constraints trading plan 

(safety check)

Section flow 

check

Transmission 

line capacity 

check

N-1 check

Voltage stability assessment

Dynamic stability assessment

V
isu

a
l o

u
tp

u
t

System control 

module

System maintenance 

module

Short-term load 

forecasting
 

Figure 5. Day-ahead trade structure chart. 

 

Figure 5. Day-ahead trade structure chart.



Energies 2018, 11, 1063 8 of 19

4.1.2. Quotation Methods and Settlement Rules

At present, the commonly used methods of quotation can be divided into time ladder
quotation method and continuous quotation method. This article uses the sub-quotation method.
Market participants can report up to K capacity segments for each trading session of the next day.
The capacity value of each segment is called the segment capacity, and a price is declared for each
capacity segment, which is called the segment price [34]. According to the requirements of the market
rules, the quotations of Generation Companies (GenCos) should increase monotonically; that is, the
prices of GenCos vary from low to high as the capacity segments increase. And the demand side
submits several capacity segments according to the segment price ranges from high to low. The capacity
segment submitted by each party in each period cannot exceed the maximum market requirement, that
is, less than or equal to K. The Power Trading Center (PTC) will synthesize the corresponding supply
curve and demand curve according to the quotations of each GenCo and demand side for each period
respectively. After that, the PTC will determine the market clearing price and the bidding power of all
parties according to the balance between supply and demand. The formation process of the MCP and
clearing power are shown in Figure 6.
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Currently, there are mainly two market settlement methods in the market: System Marginal
Price (SMP) and Pay as Bid (PAB) [35]. The SMP is the most widely used method, its principle is
to wait for quotation criteria; that is, the system clearing price is determined by the quotation of
the last successful bidder in the system and as a uniform settlement price for the entire network.
The market transaction type studied in this paper is day-ahead trade. Demand-side and GenCos make
sub-quotations respectively. The PTC obtains the day-ahead MCP in accordance with the SMP method.

4.1.3. Day-Ahead Trading Patterns Considering the Demand-Side Bidding

With the continuous opening up of the demand side, the demand side response needs to be
introduced in the market, and the co-competition between the demand side and the GenCos must be
realized through the demand side bidding in the day-ahead market. The plan of a day-ahead trade
scheme has generally been aimed at maximizing social welfare. Market participants declare their
electricity and prices through a technical support system and take the form of bidirectional bidding;
that is, the retailers declare the price difference with the price in the current list price, and GenCos
declares the spread of the internet tariff. Power trading institutions consider safety constraints and
make market clearing. After the checking of power dispatching agency safety, the final object of the
transaction market, transaction volume and transaction price are determined. The demand side of the
bidding electricity market trading day pattern is shown in Figure 7.
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4.2. Bayesian Bidding Game Model Based on the SA

4.2.1. Sealed-Bid and Bayesian Nash Equilibrium

According to the game player’s access to information on the situation, the game can be divided into
the complete information game and the incomplete information static game; that is, the Static Bayesian
Game (SBG). Sealed-bid Auction in the paper of Bao, H. et al. refers to the bidders bidding each other
with mutual understanding, submitting sealed bids and opening bids at the same time, and the highest
bidder winning the auction [36]. Bayesian Nash Equilibrium in the paper of Zhang, F. et al. means that
the expected utility of each game player is maximized when the probability distribution of own type
and opponent type is known, which is the best of all the game parties strategy portfolios [37].

In the process of pursuing profit maximization, the retailer only knows its cost function and
revenue function, and does not know the competitor’s relevant information, so it can be regarded as
an incomplete game of static information. In this paper, the principle of SA is introduced, and SBG is
used to study the optimal bidding strategy for the retailer.

4.2.2. Establishment of the Model

In order to simplify the study, this article considers only one period of the retailer’s bidding.
This SBG problem can be described in a standard way as follows:

(1) Behavioral space Ai: the retailer’s quotation Pi. Pi value is between the highest and the lowest
price that is limited by the PTC, so the behavior space Ai = [f 1, f 2], (f 1, f 2 > 0).

(2) Type space Ti: the cost of electricity sale of retailer Ci. It consists of operating costs and purchase
costs, two parts. Assuming Cs ≤ Ci ≤ Ct, so the type space Ti = [Cs, Ct]. Competitors do not know
the specific value of Ci, only through historical information do they estimate the probability to
obtain it. Under the rule of market-clearing of electricity, this paper assumes that the operating
cost ci* of the ith retailer is Equation (8), and Ci is Equation (9).

c∗i = c∗i (Qi) = aiQi
2 + biQi + ci

Qimin ≤ Qi ≤ Qimax
(8)

Ci = c∗i (Qi) + RQi = aiQi
2 + biQi + ci + RQi (9)

where ai, bi, ci are the operating cost parameters. Qi is the electricity purchase of the retailer, that is,
the load forecast of the users in the second part. R is the real MCP.

The sales function of the retailer is Equation (10).

Ui = Ui(λi) = Qi − kiλi (10)

where λi is the sales price of the retailer. ki is the response coefficient of the user to the sales price.
So the general profit function of the power retailer is Equation (11).
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Ei = λiUi(λi)− Ci(Qi) = λiUi(λi)− c∗i (Qi)− RQi (11)

Assuming that the ith retailer’s quotation is a linear function of the cost of sales, the quotation function
of the retailer i is Equation (12).

Pi = Pi(Ci) = αi − βiCi (12)

where Pi is the quotation of retailer i. αi, βi are quotation parameters.

4.3. Optimal Bidding Strategies under Different Probability Distributions

In the above, a mathematical method of probability is used to estimate the cost of the electricity
sold of the opponent (other power company). Therefore, the retailer in the game analysis must make
an accurate prediction of the probability distribution [36]. Different probability distributions will get
different quotation results, thus affecting the bidding and profitability results.

According to the electricity market trading rules, the specific expression of the income function of
the power retailer i is Equation (13).

Ei(Pi) =


(λi − Pi)Qi − kiλ

2
i − c∗i (Qi), Pi > Pj

[(λi − Pi)Qi − kiλ
2
i − c∗i (Qi)

]
/n, Pi = Pj

(λi − Pi)εQi − kiλ
2
i − c∗i (εQi), Pi < Pj

(13)

where εQi denotes the amount of electricity that i succeeded in trading at last (0 < ε < 1). ε = ∑
m

εm
Lm

i
Li

,

Lm
i represents the probability that the ratio of winning bid and bidding electricity of the retailer i is

εm.Li = ∑
m

Lm
i means the probability that the quotation of retailer i is equal to the MCP.

The above three kinds of income are as follows:

(1) The profit that the retailer’s quotation is higher than that of other competitors, and gain of all the
bidding Qi.

(2) The profit that the retailer’s quotes are the same as other competitors, and each retailer’s chance
of winning the bid is 1/n.

(3) The profit that the retailer’s quotes are lower than other competitors, it purchases part of the
bidding power.

When the retailer’s quote is lower than the R value, it must have a power of 0 and a return of 0.
Assuming that the cost of sales electricity Ci obeys the uniform distribution (UD) on [cs, ct], it can

be seen that the quotation Pi (Ci) obeys the UD on [−βi cs + αi, −βi ct + αi]. Therefore, in the case
of continuous distribution, the probability that different retailers have same quote is zero, that is,
P (Pi = Pj) = 0. Suppose the BNE is [Pi, Pj] (I 6= j) when the profit of retailer is maximized, that is,
for each Ci∈Ti, Pi (Ci) satisfies Equation (14).

maxEi(Pi) = max{ [(λi − Pi)Qi − kiλ
2
i − Ci(Qi)] · P(Pi > Pj)+

[(λi − Pi)εQi − kiλ
2
i − Ci(εQi)] · P(Pi < Pj)

} (14)

Since both Ci and Cj obey the UD on [cs, ct], so we can get Equation (15).

P(Pi < Pj) = 1− (Pi > αj − β jCj)

= 1 +
(Pi−αj)/β j+Cs)

Ct−Cs
=

Ct β j−αj+Pi
(Ct−Cs)β j

(15)

At this point equation, Equation (14) can be rewritten as Equation (16).

maxEi(Pi) = max{ [(λi − Pi)Qi − kiλ
2
i − Ci(Qi)] ·

Ct β j−αj+Pi
(Ct−Cs)β j

+

[(λi − Pi)εQi − kiλ
2
i − Ci(εQi)] ·

−Cs β j+αj−Pi
(Ct−Cs)β j

} (16)
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According to the Lagrange theorem, for obtaining the optimal solution, the objective function
needs to be derived and the partial derivative and the derivative value should be zero.

∂Ei
∂Pi

= −Q
(Ct−Cs)β j

[β j(Ct − εCs) + (1− ε)(Pi − αj)]

+ 1
(Ct−Cs)β j

[(λi − Pi)(1− ε)Qi − Ci(Qi) + Ci(εQi)] = 0
(17)

Combined with Equation (9) one can further obtain Equation (18) of the quotation Pi.

Pi =
αj + λi

2
− ai(1 + ε)Qi + bi + R

2
−

β j(Ct − εCs)

2
(18)

From the expression of the optimal bidding of power retailer, it can be seen that the optimal
bidding of the retailer is related to the selling cost (parameter), selling price, MCP, purchasing power,
and cost distribution interval.

When Ci obeys the normal distribution with distribution density (ND) [µ, σ2], that is Ci~N (µ, σ2),
so Pi (Ci)~N (−βiµ + αi, (αiσ)2). Therefore, in the case of continuous distribution, the probability
that different retailers have the same quote is zero, so the objective function is still Equation (14).
However, the distribution density function becomes complicated at this time. In the process of solving
Equation (14) to get the optimal quote Pi*, using the manual derivation method is very cumbersome
and even may not be solved. The methods commonly used to solve unconstrained optimization
problems are Newton’s method, the conjugate gradient method, and the variable metric method
(also called DFP method) [38]. The DFP algorithm not only retains the advantages of Newton’s fast
convergence speed, but also reduces the complexity of the second-order derivative operation, and has
less memory requirements. Therefore, this paper uses the DFP algorithm, programming with MATLAB
to solve the most optimal quote Pi* which makes the objective function maximized.

The basic idea of the DFP method is to generate a positive definite symmetric matrix Hk+1 at
every iteration point Xk+1 according to a certain rule, and then use Pk+1 = −Hk+1 gk+1 as the searching
direction at Xk+1 (gk+1 is the gradient of the objective function at the iteration point Xk+1) [36].

Hk+1 = Hk +
∆Xk(∆Xk)

T

(∆Xk)
T∆gk

− Hk∆gk(∆gk)
T Hk

(∆gk)
T Hk∆gk

(19)

If the gk+1 6= 0, the Pk+1 is the descending direction.
Since Pi and Pj obey the ND in interval [Ps, Pt], so P (Pi <Pj) = 1 − P (Pi >Pj), and then one can get

the objective function by solving Equation (20).

maxEi(Pi) = max{λi(εQi − kiλi)− Ci(εQi)− εQi · Pi+∫ Pt
Pj

1√
2πβiσ

e
− (Pi−αi−βiµ)2

2(βiσ)2 dPi · [(1− ε)Qi(λi − Pi)+

Ci(εQi)− Ci(Qi)]}

(20)

5. Case Study

This article selects historical electricity price data from the PJM market in the United States from
28 August 2016 to 15 October 2016 (one sampling point every 30 min, daily 48 points, dimension $),
historical electricity load data from 1 January 2010 to 15 October 2016 (one sampling point every 15 min,
daily 96 points, dimension MW) and meteorological data from 1 January 2013 to 22 October 2016
(daily maximum temperature, daily minimum temperature, daily average temperature, daily relative
humidity, and daily rainfall) as samples; using MATLAB (2014a, MathWorks, Natick, MA, USA) data
software to implement the load forecasting and clearing price forecasting and then obtaining the BNE
under different probability distributions.
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5.1. Short-Term Load Forecasting

Load forecasting of users in retailers’ respective regions is very important for them to make
electricity purchase. Accurate load forecasting can avoid surplus or shortage of electricity and directly
affect the final revenue of the retailer. According to the prediction method mentioned above, the given
data are processed and predicted, and the load values with or without the impact of MF are obtained
from 16 to 22 October 2016. To analyze the prediction accuracy, one compares the load forecasting
curve with the forecast input average, and the corresponding curve is shown in Figure 8.
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As can be seen from Figure 8, the prediction curves that considered and did not consider MF are
basically consistent. However, some details of the curve (for example, from period 1 to period 100 and
period from 300 to 400 in Figure 8) show that when the MF is taken into consideration, the prediction
curve will be closer to the average value of the predicted input. To a certain extent, this shows that the
forecasting curve counting MF is more accurate.

In order to more rigorously demonstrate the accuracy of the forecasting curve taking MF into
consideration, the mean absolute percentage error (MAPE) for each case can be calculated. As can be
seen from Table 1, the MAPE values counting MF are smaller than those not counted. Therefore, it has
been proved that considering the MF can improve the short-term load forecasting accuracy to a
certain extent.

Table 1. Prediction accuracy comparison of counting or not counting meteorological factors (MF).

Date 16th 17th 18th 19th 20th 21th 22th

MAPE (%)
Not Counting MF 5.28 1.17 0.49 1.74 3.55 2.59 1.27

Counting MF 5.18 1.14 0.45 1.60 3.53 2.57 1.17

5.2. Short-Term Price Forecasting

First, select the input samples for FC. The sample set is constructed based on the raw electricity
price, and each sample contains 14 characteristic indexes, which are the same forecast point price, the
same forecast point load, the number of market participants, the generation fuel cost, and the weather
type value on 14–16 October, respectively. Then use fuzzy clustering to analyze the cluster. Based on
the similarities of the comprehensive indexes, 12 categories similar to the 16th (the shortest European
distance) are selected as the input samples of the neural network.

Secondly, determine the GA-BP neural network parameters. Take the number of nodes in the
input layer of neural network as 14, and the number of neurons in the hidden layer as 12, which is
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equal to the number of input samples and the number of output as 1. So the structure of the neural
network can be obtained as 14-12-1. In order to prevent the cycle of death, the maximum number
of iterations selected here is 3000, the crossover probability Pc is 0.9, the mutation probability Pm is
0.001 [39–41].

Finally, implement the real-time electricity price forecast on 48 periods of 16 October according to
the method described above. The comparison of the GA-BP neural network prediction value, BP neural
network prediction value, and real value is shown in Figure 9.
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Figure 9. The 48-period GA-BP, BP prediction and real-value comparison chart.

It can be seen from the calculation results and the comparison chart that the peak period of
electricity price is between 18 and 25 h and from 38 to 42 h, because the electricity load is larger and
the demand is higher at this time. In the early morning, the electricity load is small, so the electricity
price is in the trough area. The MAPE between the predicted value and the true value of GA-BP neural
network is 3.42%–4.45%, and the MAPE between the predicted value of BP neural network and the
real value is 7.76%–10.12%. It shows that the method proposed in this paper can predict price more
accurately and provide more accurate guidance for power retailers.

In order to facilitate the analysis of the problem and make the result more clear, this article makes
the following assumptions:

(1) This article only studies the auction situation in one period (other periods can be analogized).
(2) There is no blocking phenomenon in the network, that is, the network structure does not affect

the clearing result.
(3) In the example described, there are five retailers in the electricity market to compete, the relevant

parameters of retailers are shown in Table 2, where the operating cost parameter ci = 0 (i = 1, 2,
3, 4, 5). Qi is the integer value after rounding the retailers’ load forecast value. Ri is the MCP
forecast value of retailers at this time. The real MCP is 20.38$.

(4) The market can supply electricity to 100 MW.

Table 2. Power retailer parameters.

Power Retailer ai bi ki λi/$ Qi/MW Ri/$

1 0.0235 0.065 0.041 22.78 30 21.26
2 0.0235 0.050 0.032 22.13 25 20.38
3 0.0357 0.075 0.036 22.81 30 20.38
4 0.0345 0.065 0.045 23.07 15 20.38
5 0.0375 0.085 0.036 22.94 30 20.38
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5.2.1. The Impact of Different Probability Distributions on Quotation

Suppose that the cost of electricity sales Ci (i = 1, 2, 3, 4, 5) is uniformly distributed over the
interval [18,22]. Equation (18) will calculate d by a simple calculation program written in MATLAB.
In this process, when the BNE value of the retailer i is less than the predicted MCP value, the predicted
MCP value is the final quotation of i. Table 3 shows the retailers’ final bidding strategies which include
purchased power, quotes and revenue.

Table 3. Power retailers’ bidding strategies.

Power Retailer Purchased Power/MW Pi/$ Revenue/$

1 30 22.481 27.62394
2 0 22.006 0
3 25 22.216 17.83184
4 15 23.506 7.662379
5 30 22.697 21.55523

As can be seen from Table 3, when there is no network constraint, if all retailers are bidding
according to the optimal strategy of Table 3, the PTC hires these quotes from high to low, so retailer 1,
retailer 4, and retailer 5 obtained all the required power, retailer 3 bought the remaining power in the
market, and retailer 2 was not selected because of the lowest quote. However, due to the inaccurate
estimation of the distribution of the electricity price, the quote of retailer 4 is higher than the price of
its sales, which has a risk of loss.

Assuming that the sales cost Ci (i = 1, 2, 3, 4, 5) of a retailer is subject to ND with distribution
density of [0.3, 2]. The DFP algorithm programming written by MATLAB is used to solve Equation (20).
When each retailer reaches the BNE, combined with their predicted MCP, the final purchase quantity,
quotation and its own revenue results are obtained and listed in Table 4.

Table 4. Power retailers’ bidding strategies.

Power Retailer Purchased Power/MW BNE Value Pi/$ Revenue/$

1 30 22.206 22.206 27.62394
2 25 21.532 21.532 12.14092
3 15 21.158 21.26 8.56184
4 15 22.447 22.447 7.662379
5 15 21.047 21.26 9.74273

As can be seen, when there is no network constraint, if all retailers are bidding according to
the optimal strategy of Table 4, the PTC hires these quotes from high to low, so retailer 1, retailer 2,
and retailer 4 obtained all the required power. As the BNE value was lower than the predicted MCP
value, retailer 3 and retailer 5 all took the predicted value as the final quotation result and divided
the remaining power by average. Retailer 4 was in a profitable state. This shows the importance of
accurate estimation of the distribution of electricity prices during the game analysis. The MAPE values
for the final quotes and the MCP of two distributions are all shown in Table 5.

Table 5. The MAPE of power retailers’ final quotations and MCP.

Power Retailer 1 2 3 4 5

MAPE (%)
UD 10.31 7.98 9.01 15.34 11.37
ND 8.99 5.65 3.82 10.14 3.27

From the above analysis, we can see that the accurate estimate of electricity price probability
distribution not only helps to predict the trend of short-term market behavior, but also helps the power
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retailer form an effective and dominant bidding strategy. Comparison of the uniform distribution price
(UDP), normal distribution price (NDP) and real MCP of each retailer in the same period of time can
be seen in the histogram in Figure 10.
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5.2.2. Impact of Short-Term Price Forecasting on the Bidding Strategy of the Power Retailer

Table 4 above shows the optimal bidding strategy combination obtained after implementing
load forecasting and MCP forecasting in a period of time when five retailers considered that their
opponents’ quotes obeyed ND. However, if the retailer does not forecast the MCP, the BGM will be
directly solved for the final quote only after the expected electricity purchase volume is determined
by the load forecast, and the result of the quotation and the actual purchased volume will change.
The comparison of the final purchase power in both cases and the expected purchase power are shown
in Figure 11.
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Since retailer 5 is more representative, conducting further research on both cases of retailer
5 implements price forecasting but does not implement price forecasting in the 48 h of the day. Also,
one needs to divide the 48 periods of power purchase situation into “buy all electricity” (named “All”
in Figure 12), “buy part of the electricity” (named “Part” in Figure 12) and “non-purchased electricity”
(named “None” in Figure 12) third gear statistics. The pie chart is shown in Figure 12.

It can be seen from the comparison that in the 48 h of the whole day, the probability that retailer
5 fails to purchase power after performing the MCP prediction at each time period is 0, and the
proportions of the time when all or part of the expected power is purchased are all larger than that
when the MCP is not predicted. Therefore, it is very important to forecast the short-term electricity
price when formulating the optimal bidding strategy for the power retailer.
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6. Conclusions

Aiming at the optimal bidding strategy of the power retailer which was researched in this paper,
we obtain the following conclusions through modelling, solution, and analysis:

In order to guide the retailer to make purchase of electricity better, this paper introduced the
concept of MSD, selecting the load value of similar days as part of the training and forecasting
of the WNN. From the result analysis, it can be seen that the WNN prediction model based on
the meteorological similarity day proposed in this paper can improve the prediction accuracy to a
certain extent.

In order to provide a reference for the retailer, this paper established a GA-BP neural network
prediction model based on FC to predict the short-term MCP. The results show that the clustering of
samples based on a variety of factors affecting the price of electricity, and the use of GA to optimize
the weight of the BP network improve the prediction accuracy to a certain extent.

The bidding of the power retailer can be regarded as a game problem with incomplete information.
Based on the SA model in game theory, this paper proposed a bidding BGM based on the SA,
and obtained a better BNE solution meeting the requirements. The example showed that different
probability density distributions of adversary quotes affect their own quotations. Combined with
the forecast of the short-term MCP, this could guide the retailers to improve their bidding to gain the
maximum benefits.
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BNE Bayesian Nash equilibrium
EEX European energy exchange
PJM Pennsylvania New Jersey Maryland
ISO Independent system operation
EPF Electricity price forecasting
CNN cascade neural network
FEEMD Fast ensemble empirical mode Decomposition
VMD Variation mode decomposition
SFE Supply Function Equilibrium-based
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